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I. INTRODUCTION

As part of the overall plan for space exploration, Mariner spacecraft are

to be launched so as to fly by the planets Mars and Venus. Besides obtaining

data as to the nature of interplanetary space, the spacecraft will attempt to se-

cure answers to many questions that still remain as to the characteristics of

these planets. Since the Mariner spacecraft is only designed to fly by the planets,

it would be difficult to obtain much additional data as to the nature of the planetary

atmospheres if one were to rely wholly upon this spacecraft.

The ideal means for measuring the characteristics of the Martian and

Venusian atmospheres will be to utilize a vehicle that would survive the atmos-

pheric entry and measure and transmit back to earth the data during the descent

to the surface of the planet. Since the entry vehicles will only have to be of a

modest size, it could be carried by the Mariner spacecraft and ejected at some

point during transit to follow a ballistic path until entry into the planetary atmos-

pheres. The point at which the entry vehicle would be released from the space-

craft is a function of the energy available for ejection and the guidance accuracy

of the spacecraft.

The design of an entry vehicle for Mars was presented in reference 1 where

it was shown that a Martian entry vehicle will be characterized by 1) a low ballis-

tic coefficient 30-50 lbs/ft 2, 2) a supersonic retardation system (parachute} to

ensure that the vehicle decelerates to subsonic speeds high in the atmosphere so

as to maximize the time for sampling the atmosphere and 3) modest heat shield

requirements because of the relatively low entry velocity 25,000 ft/sec, and the

nature of the Martian atmosphere.

In the case of Venus our knowledge of its atmosphere is much more uncer-

tain than that of Mars. However, there does appear to be certain marked dif-

ferences between the two planetary atmospheres which will require different

design features for the entry vehicle. The more important differences are 1}

higher Venusian entry velocity, 40,000 ft/sec vs. 25,000 ft/sec. 2) higher CO 2

content of the Venusian atmosphere 25 per cent vs. 7 per cent which increases
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the heat transfer, 3) higher surface temperature and pressure on Venusian,

700°K and 54 atms. vs. 260°K and 0. I atms., 4} a much more rapid decrease in

density with increasing altitude on Venus than Mars which will cause a higher

deceleration rate and heating for Venusian entry and 5) a factor of two to four

{depending on launch date} reduction in communication distance for Venus from

that required for Mars.

Therefore, since there appears to be a marked difference between the

problems associated with entry into Venusian and Mars this study has as its

purpose to:

1. Determine the feasibility of sending capsules on impact trajec-

tories to Venus and have them transmit to the earth information

about the thermodynamic variation of the planet atmosphere.

2. Investigate and establish the primary controlling parameters as

they affect the performance and capability of a capsule design.

3. Relate the capsule requirements and capabilities to:

a. Future capsule mission to Venus

b. Capsule mission to Mars

1.0 ASSUMPTIONS

The assumptions used for this study are given in JPL Documents EPD-33

Revision I and EPD-33 Ditto entitled "Requirements for a Venus-Mars Capsule

Study. " The more important assumptions are listed in this section for complete-

ness.

1.1 VENUSIAN ATMOSPHERE

The model atmospheres used as the basis of this study are given in Tables

I-1 to I-4. The range of possible compositions given in Table I-1 was considered

to be independent of the thermodynamic properties given in Table I-2 to I-4 for

the purpose of determining the effect of atmospheric constituents on the heat

transfer.
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Since the atmospheric data in EPD-33 Ditto was given in terms of tempera-

ture and pressure, it was necessary to calculate the density. This quantity was

calculated from the gas law

p= pm
RT

The units of density are given in earth lbs/cu, ft. The density of the Venusian

atmosphere is given by

0.87x0 x_ 6161 =lbs/cuft

where Z is the altitude in kilometers.

The ratio of specific heats was calculated as follows:

The weighted mean of the molecular weight of all dissociated monatomic mole-

cules was taken as 14.3, and for diatomic molecules as 29.6. Then given the

mean molecular weight for any given altitude, and allowing x to be the fraction

of monatomic molecules, we have

14.3 x + 29.6 (1 - x) = m.w.

from which x is obtained. The specific heat Cp/R of monatomic molecules is

2.5. For diatomic molecules (Cp/R)2 was taken from reference 2 where for the

temperatures considered the specific heats of CO, NO and N 2 are very similar.

2.5 x + (Cp/R) 2 (1 - x)
Then _ = C /C -

p v 2.5 x + (Cp/R)2 (1 - x} - 1

The sonic velocity is given by

a = (g_RT/m)
1,/2

where m is the molecular weight in earth lbs/cu ft. and g is the acceleration of

gravity at the surface of the earth.

The density as a function of altitude is given in Figure I-l, for the three

model atmospheres considered. The models used in this study are based upon

EPD-33 Ditto. Later models were given in EPD-33 Revision I but were received
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too late to be factored into the study. Thesevalues are given as dotted lines in

Figure I-1. A qualitative discussion of what effect the newer models will have

on the results of the study is given in Section H of this report.

1.2 PLANETARY AND TRAJECTORY DATA

The assumptions as to the physical and orbital characteristics of the planets

are given in Table I-5 while the characteristics of the transit trajectories of in-

terest in this study are given in Table I-6.

1.3 SPACECRAFT RESTRICTIONS

For the purpose of capsule configuration studies the design of the Mariner

B spacecraft was taken into consideration so that time would not be wasted on

unrealistic capsule configurations. The maximum capsule envelope that was

considered is given in Figure I-2.

2.0 METHOD OF APPROACH

Because of thebreadthof the study and the time allotted an optimum system

design was not attempted. Rather, the purpose was to investigate and establish

the primary controlling parameters as they affect the performance and capability

of a capsule design. In order to accomplish this, it was necessary to study in

some detail the various critical areas. Some of the more important ones are:

1. Communications

2. Power Supply

3. Instrumentation

4. Thermal control

5. Effect of sterilization requirements

6. Effect of entry conditions on capsule design

7. Effect of atmospheric model on capsule design

8. Effect of capability to control entry conditions on capsule design
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9. Effect of changes in spacecraft capability on capsule mission

reliability and capability

10. Equipment survival and reliability to meet the environment

After each of these areas were studied in detail, the interplay of such

variables as:

Transfer trajectory

Entry conditions

Model atmosphere

Capsule weight

Capsule size

Capsule shape

Ballistic coefficient

Type of communication system

Type of instrumentation

Type of power supply

on the overall capability of a Venusian entry capsule was considered.

Since this is perhaps one of the first broad studies of the problems involved

in designing a Venusian entry system, certainly one of the more important outputs

should be an outline of the research and development program necessary to de-

liver such a system. This Program Plan is given in Section IV.
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Table I- 1.

I ("best")

90% N 2

9% CO 2

1% A

= 29.6

= 1.39

- 3.56

r = -8.5°K/kin

Composition of Venusian Atmosphere

II

96% N 2

3% CO 2

1% A

m = 28.6

= 1.40

_------ = 3.50
5-1

r = -8.4°K/km

III

74% N 2

25% CO 2

1% A

m = 32.1

= 1.38

_. - 3.63
5-1

r = -8.g°K/km

m

m = mean molecular mass

= mean ratio of specific heats*

r = dry adiabatic lapse rate*

*These quantities are given for STP. At the temperatures and pressures which

appear to be present near the surface of Venus they are badly in error.
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Table I-5. Planetary Dynamic Data -- Venus and Mars

Radius

Mass

Density

Oblateness

Surface Gravity

Orbit Details

Mean distance to Sun

Maximum distance to Sun

Minimum distance to Sun

Eccentricity of Orbit

Inclination of orbit to plane

of ecliptic

Minimum distance to Earth

Maximum distance to Earth

Sidereal period

Synodic period

Mean orbit velocity

Semi-major axis

period of rotation

escape velocity

inclination of Equator

to orbital plane

Satellites

Venus

O.97 + 0.01 R_
62OO + 100 Km_:

0.82 + 0.01 Mg

4.90 x 1024Kg

5.0 + o.3 gm/cc

1%

0.88 • 0.03 g
860 + 30 cm/sec 2

108.1x 106Kin

109.4 x 106 Km

106.5x 106Kin

0.007

3 ° 24'

42 x 106 Km

257 x 106 Km

225 days

584 days

35.0 Km/sec

108.21 x 106 Km

undetermined

10.4 Km/sec

undetermined

none detected

Mars

0.52 R E
3400 + 50 Km

0. 107 Mg

6.40x 1023Kg

4.0 + 1 gm/cc

1/192

390 + 10 cm/sec 2

0.39 g

227.8 x 106Km

248 x 106 Km

206 x 106 Km

0.093

1° 51'

1o 51 t

687 days

780 days

24.2 Km/sec

227.9 x 106Kin

24 hrs 37 min

5.0 Kin/see

25 ° 12'

2
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II. SUMMARY AND CONCLUSIONS

The results of this study indicate that it is feasible to design a capsule

that will survive entry and collect and transmit to the Earth data as to the char-

acteristics of the Venusian atmosphere. The feasibility of performing the Mars

entry mission has already been proven*.

The differences in the design of an entry capsule for Mars and Venus can

be indicated in a gross sense by comparing the differences in weight distribu-

tion between two typical capsules. Referring to Table II-1 it can be seen that

the heat shield may be twice as heavy for the Venus capsule as the one for Mars.

(There is more conservatism in the Venus heat shield than in the Mars design

which may reduce this difference. ) While the Venus entry capsule will experience

much higher deceleration loads, the difference in structure weight is not sig-

nificant since the Mars capsule requires an inner capsule for the parachute

descent phase which is not required in the case of Venus. This points up per-

haps the most significant difference between the two entry vehicles: namely the

Mars capsule will require a parachute retardation system in order to obtain

adequate subsonic descent times while the Venus capsule obtains roughly the

same descent times without one. These differences in the two capsules tend to

balance out on a weight bases yielding capsules with roughly the same payload

capability for the same total weight. An interesting point is that if one considers

the complexity of the retardation system required for the Mars capsule with the

greater communication distances to Mars than to Venus (they differ by a factor

of three to four) and balance this against the more difficult heat shield design for

Venus, it is not immediately evident which entry capsule should be considered

the more difficult to develop from an overall system viewpoint.

The two capsules in Table II-1 were designed around the Discoverer shape.

While the results of the study indicate that this shape may not be too far off

optimum, better payload capability could probably be obtained by considering

(for the Venus capsule) sphere--cone shapes with increasing bluntness ratios and

* "Suitability of the Discoverer and Nerv Entry Vehicle for Mars Atmosphere

Entry" GE-MSVD Report, JPL Contract No. 950226
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Weight

HeatShield, Ibs.

Structure

Retardation System

Timer

Thermal Control

Total Weight

Payload lbs.

Vehicle Diameter, inches

*Reference 1

**Less Efficient System

TABLE II-1

Planetary Entry Vehicles

Mars*

27.5

60.4

31.4

15.7"*

135.0

197.5

62.5

33

Venus

57

62

2

10

131

197.5

66.5

29
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coneangles which result in lower ballistic coefficients. This optimization of

the capsule design is more important in the caseof a Venus capsule than one for

Mars becauseof the muchheavier heat shield required for the former. In

addition the uncertainty in the heat shield weights (approximately 35 per cent)

for the Venus capsule, indicate that the payoff is large in terms of payload by

reducing this uncertainty through experimental and theoretical research.

If one considers the following payloadpackage:

Telemetry (including antenna)

Instrumentation

Radar altimeter

Power Supply

Supporting Structure

29 lbs.

6

14

6

14

69 Lbs.

the results of the study indicate that with a capsule total weight of between 160

and 200 pounds (dependinguponheat shield weight) it is possible to measure

and transmit the following information during a Venusentry mission:

Ambient temperature

Ambient pressure

Density

CO2 density
Veloc ity

Altitude of Clouds

Peakdeceleration

Ablation

Peak internal temperature

A brief description of the more attractive subsystemand the factors con-

sidered in the analysis is given in the following paragraphs.

A recommendedprogram for the developmentof a Venusentry capsule is

given in Section IV.
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II-1 INSTRUMENTATION

The instrumentation systems pertinent to a capsule designedfor meteor-

ological investigations of the planet Venus have beenexamined. Primary atten-

tion was given to the principal variables of atmospheric pressure, density and

temperature. Secondaryparameters for which instrumentation was considered

included carbon dioxide density, and the presence and type of clouds that might

be encountered. Techniquesfor measuring altitude and velocity - or elapsed

distance - were investigated from the viewpoint of relating measurementsper-

formed as a function of time into data as a function of altitude abovethe planets

surface. All the meteorological parameter measurementswere considered

primarily during that portion of the trajectory whenthe capsule was traveling

at subsonicvelocities since no feasible techniqueswere found for investigating

the undisturbed properties of the atmosphere from a vehicle traveling at hyper-

sonic speedswithout seriously compromising the survival of the capsule. It

was shownfrom capsule parameter and trajectory analysis that in all cases it

wouldbe possible to carry-on subsonic measurementsat altitudes corresponding

to pressures of 0.7 atm. (40km. for the "best" atmosphere model) and that for

a low entry angle trajectory measurementscould begin as high as 0. 015 atmos-

pheres (65km. altitude for the "best" atmosphere model).

During the course of the study, a typical instrumentation system (Table

II-2) was evolved which is basedon a capsuledesign that pgrmits measurements

to begin at a pressure of about 0.01 atmospheres (corresponding to 200,000 feet

for the "best" atmosphere andhence is designedto permit measurementof

phenomena(low pressure, clouds) expectedto occur at those altitudes. For

designswhich a priori exclude measurementsuntil pressures of 0.1 atmosphere

havebeen reached, the Mode I operation is superfluous.

The instrumentation system operates in three modes:

Mode I:

Mode II:

Mode III:

Initial until velocity is downto about 200 ft/sec.

Retransmission of stored hypersonic data.

Steadystate mode.
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In Mode I only dataconcerning temperature, pressure and velocity is trans-

mitted but sampled every two seconds, with five-bit accuracy. In addition the

cloud sensor (a small light source) is operated on one-bit accuracy.

The thermistor type temperature sensors are used. For pressure meas-

urement (using the potentiameter transducer type) the 0-2 psi full scale sensors

is used at four-bit accuracy switching to the 0-10 psi sensor as the upper end

of the scale is reached. The fifth bit of information is used to indicate which

sensor is activated.

The "propeller" velocity meter is used to determine velocity as a digital

basis, and also to activate ModeII. The velocity is measuredover a 0-800

ft./sec, scale accurated to + 12feet per second(five-bit resolution).

Mode II is activated when the velocity drops to 200 feet per secondwith a

backup timer activation, in caseof "speedometer" failure.

In Mode II the stored data from the hypersonic measurements (ablation

rate, peak "g's") is transmitted sequentially, the transmission being repeated

once. The total information amounts to 24bits, requiring six secondsfor

duplicate transmission at eight bits per second.

Mode III begins immediately after the hypersonic information has been

transmitted. Information from all active sensors is sampledat the rate of once

every 1000feet in altitude - to be compatible with an eight bit per secondtelemetry

system.

Two ranges of carbon dioxide density (using infrared absorption measure-

ments) and total density (using gamma backscattering) are sampled alternately,

that is, each range is sampledevery 12seconds (about2000feet). The total

number of revolutions is telemetered from the velocity meter, every telemetry

cycle (six seconds), to determine relative altitude.

Additional information is given by the cloud sensor, cloud moisture indi-

cator, and thermistors monitoring the temperature of sensitive components

(photomultiplier tubes, solid state devices).

1:[-1-5



A°

B°

C°

D,

E°

F.

G.

no

I.

TAB LE II-2

INSTRUMENTATION PACKAGE

Temperature Sensors

TI:

T2:

T3 :

Pressure Sensors

PI: 0 - 2 psi (two units)

P2:0 - 10 psi (two units)

P3:0 - 100 psi (two units)

P4:0 - 1000 psi (one unit)

Total Density Sensors

_ 1019D1 Range: 1018 5 x particles/cm 3

: 1019 1021D2 Range 3 x - particles/cm 3

Carbon Dioxide Density Sensors

1017 1018C1 Range: - 5 x particles/cm 3_

1018 102oC2 Range: 3 x - 1 x particleslcm 3_

Velocity - Elapsed Distance Sensor

Cloud Detector

Peak g - Sensors

GI: 0-i000 g, located along velocity vector axis.

G2 and G3:0-500 g,

vehicle.

Resistance thermometer 150°K to 800°K + 10°K

Resistance thermometer 300°K to 700°K + 6°K

Thermistor 200°K to 320°K + 2°K (2 units)

Ablation Sensors

(2 units)

located along the other two orthoganal axes of the

Peak Temperature Sensors
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The total weight and power requirements for this typical instrumentation

system is six poundsand 20watts, respectively.

In addition, the feasibility of performing line-of-sight measurementsby

observing the sun from the vehicle and studying carbon dioxide absorption and

molecular scattering as a function of altitude was considered. This study was

discontinuedas impractical due to low probability of seeing the sun, possibility

of cloud obscuration effects and excessive weight penalties.

Each technique was examinedfrom the aspects of measurement accuracy,

reliability, compatibility with vehicle environment (particularly g-forces and

ambient temperature), and minimum power and weight requirements.

Consideration was given to the effects of individual sensor failure on

interpretation of data from other sensors, and redundancy/reliability was max-

imized for those sensors whose measurementswere deemedmost essential.

A brief section was included considering the relative importance of meas-

urements of different types of parameters from a meteorological viewpoint, as

a basis for trade-offs if telemetry, power or weight limitations did not permit

performing all measurements from a single capsule.

A cursory look was taken at the interaction telemetry capacity and quantity

and accuracy of measurementdata obtained. In view of the fact that it appears

that bit rates as high as eight per secondcanbe obtained without additional power

requirements on the transmitter system beyondwhat is required for the carrier,

and in view of the fact that this data transmittal rate appears to give adequate

sensor information, it appears that additional telemetry capacity would simply

be used for additional redundancy, possible parallel rather than sequential samp-

ling of redundant sensors, and possible a higher sampling rate for all sensors.

Additional telemetry would also be required if weight considerations would

permit using the radar altimeter. Using this more satisfactory techniqueof

measuring altitude would result in an instrumentation system weight of 20 pounds

and a power requirement of 40 watts.
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II-2 COMMUNICATIONS

This section contains a summary of the problem areas and trade-offs

occurring in the capsule telemetry system. Both a relay link to the hL_riner

spacecraft and a direct link to a DSIF ground station have been considered.

The data rate has been taken as a variable in the analyses. The typical

instrumentation system presented in Section III-2.0 of this report requires a

rate of eight bits per second.

Data rates in the vicinity of 25 bits per second or more appear feasible

on the relay link with a 25-watt transmitter, using any one of several modulation

techniques, (PCM/PS, PCM/PS/PM or PCM/FSK/PM).

For the direct link the carrier-tracking power alone (with an 85-foot

paraboloid) requires about 33 watts of transmitter output power. Using a 50-

watt transmitter, a PCM/PS system offers a communication capacity of about

six bits per second, while a PCM/PS/PM system offers about two bits per

second. A summary of a typical elementry system is given in Table II-3.

TABLE II-3

Typical Telemetry System

Direct Link

Frequency 2295 MC

Bits/sec 2 S 16

Antenna Size, Ft. 85 210 210

Output Power, W 50 25 50

Type Modulation PCM/PS/PM

Weight, Lbs. 30 28 30

Spacecraft Receiving None

Equipment

Relay Link

100 MC

8 25

2.2 6.5

PCM/PS/PM

35

6 Ibs.

15 watts

Numerical results such as the above in a broad analysis of this type are

more valid on a comparative basis than on a definite basis. Time did not permit

the optimization of all parameters nor the precise evaluation of gain and attenua-

tion estimates. Before starting the system design, a rigorous analysis of the
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selected system must be made. By that time the mission parameters should

also be better defined.

Thebroad analyses showedfurther that a non-coherent relay link, using

PPM/AM or PCM/FM does not appear feasible unless the frequency uncertainty

region (due primarily to doppler effect and long-term oscillator instability) can

be made very small.

Periodic checkouts of the transmission equipment during the transit time

between capsule separation and entry appear possible by using a small solar-

cell-battery power supply system. If adequate power is available in the space-

craft, it would be better to operate the spacecraft receiver continuously and to

program only the capsule transmitter on for a period of perhaps one to two

minutes every other day. This would avoid the long power-consuming trans-

mitting periods which timing inaccuracies would require if the receiver were

programmed, too.

The requirement for isotropic antenna pattern coverage for this checkout

function will be determined by the maximum rate of capsule tumble and the

acquisition time of the receiver. Tumbling rates as high as six RPM might be

permissible without losing lock.

It might also be desirable to check out the capsule transmitter prior to

separation from the spacecraft. It does not seem necessary nor desirable to do

this more than once. Such a check might range from a simple monitoring of the

DC voltage test points (requiring an umbilical connection) to actually taking a

calibrated RF wattmeter reading near the capsule antenna. If the latter is done,

extreme care must be taken in the design to prevent damaging the transmitter

through impedance mismatch due to the proximity of the spacecraft to the capsule

antenna.

If weight alone were the sole criteria, these results would indicate that

500 mc is the optimum carrier frequency (Figure II-1). However, weight alone

is not an adequate criterion. Other factors which must be considered are thermal

dissipation, reliability, design simplicity, availability of qualified components,

11-1-9



past experience, etc. These considerations generally point toward the 100-mc

equipment. This is particularly attractive because of the possibility of a com-

pletely solid-state transmitter. Since such a transmitter would not require any

warm-up time, it could be activated by a "g" switch upon entry and perhaps

eliminate the need for an accurate timer.

Therefore, on the basis of these considerations, a 100-mc solid-state

transmitter appears the most attractive.

Signal Acquisition and Tracking

The results of the tracking and acquisition analysis indicated that for the

relay link a few watts of carrier power will give quite good performance for

ranges in the order of 20,000 to 30,000 kin., ff the carrier frequency is in the

lower portion of the 100-500 mc band. This lower frequency will also place

less stringent requirements on the stability of the oscillators.

The results of the direct link analysis are more difficult to evaluate,

since two major problem areas require further resolution: oscillator stability

and pre-detection recording. There appears to be no oscillator presently avail-

able which has been qualified to survive such an entry and still maintain adequate

stability to operate in a 3-cps receiver loop bandwidth. If such an oscillator is

developed, there still remains the problem of real-time acquisition by the DSIF.

This might be obviated by the use of pre-detection recording, allowing the use

of optimum filtering techniques for post-flight signal processing. The problems

involved here require further, more specific investigation.

Propagation Effects

The propagation effects investigated in this study include Venus ionospheric

attenuation, multipath effect, and communication during entry.

Calculations using the JPL model atmospheres showed the maximum

ionospheric attenuation to be 1.35 db in the Extreme II atmosphere. The attenua-

tion was found to be less than one db with the other atmospheric models as well

as at higher frequencies. Calculations showed that the multipath problem (from
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the surface of Venus)for the relay link could be obviated by adequatesuppres-

sion of forward gain of the capsuleantenna radiation pattern.

Calculation of the entry plasma characteristics showedthat radio frequency

blackout will occur uponentry for the blunt capsule both at Venus and at Mars.

The only possibility foundfor entry communication is to use a flared-cone con-

figuration, and eventhen, an unseparatedflow field condition would have to exist

at least in the neighborhoodof the antenna.

Error-Correction Coding

A brief study was made regarding the weight and effectiveness of a single-

bit parity encoder and its corresponding decoder. It was found that for a seven-

bit word, the use of such a Wagner code would reduce the required transmitter
-3 -4

power by about 2.5 db for 10 and 10 bit-error rates.

The encoding equipment in the capsule would weigh about five pounds and

draw about five watts of power. The corresponding decoding equipment on the

spacecraft (for a relay link) would weigh about ten pounds and draw about ten

watts of power. (Of course these decoder requirements would not be a significant

factor in the direct link. )

Since the capsule's transmitting equipment and battery power supply are

quite lightweight, it appears that, for the low data rates presently anticipated,

the reduction offered in transmitter power does not justify the additional weight

and complexity of the error-correction equipment. However, for higher data

rates requiring higher transmitter powers, the reduction in transmitter complexity

(through lowering the required power output) might make error-correction coding

appear attractive, even though it would not reduce the payload weight significantly.

Relay Equipment for the Spacecraft

In comparing the relay link to the direct link, due account must be taken

of the receiving equipment required in the Mariner spacecraft. In this study

this has been considered as only a secondary factor and in the binary form, "too

heavy" or "not too heavy."
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four and one-half pounds. This assumes that the capsulewill have attained an

internal temperature of +80°F just prior to entry into the Venus atmosphere.

The temperature must always be maintained above-65°F to prevent the elec-

trolyte from freezing.

For the auxiliary power supply, a small nickel-cadmium battery with a

recharging solar array is recommended. Silver-cadmium batteries are not

recommended, since the slight weight saving attributed to sil-cads wouldbe

more than off-set by the higher reliability of the nickel-cadmium b_tteries. A

nickel-cadmium battery-solar cell system capableof providing 200 watts of

power for one and one-half minutes once every 24 to 48hours wouldweigh only

about five pounds. At the 100-watt level the system would weigh about three

pounds.

II-3 CAPSULE PARAMETRIC ANALYSIS

The results of the capsule parametric analysis indicate that it is feasible

to design a capsule capableof fulfilling the mission of Venusian atmosphere

penetration and investigation and of transmitting sufficient databack to earth.

Aerodynamic studies investigated the effects of ballistic coefficients from
r nose

20-100, vehicle shapefactors expressedas a bluntness ratio (r base )' various
definedatmospheres, and entry trajectories. These studies point out that max-

imum payloadweight to total weight ratio is strongly influenced by W/CDA with
lower ballistic coefficients being desirable. Entry path angle is an extremely

strong parameter on maximum loads with steep trajectories giving larger "g"

loads. Drag modulation investigations producedevidence that argued against

employment of such devices since adequatesubsonic time before impact is

available for accomplishment of the mission and reduction of the extremely high

"g" loads is of minor relative magnitude.

The majority of the study work was conductedon a Discoverer type vehicle

since it was shownearly in the study that a sphere-cone configuration with a

modest nose radius was close to optimum. However, since the heat shield is a
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It was readily found that the receiving equipment did not appear to be too

heavy. A typical receiver (to produce a demodulateddigital output) would weigh

aboutfive pounds, require about 15watts, and be about 4 X 4 X 7 inches in size.

It could be completely solid-state with low-noise Germanium transistor front

ends, andwould thus have a very high reliability.

A crossed-dipole receiving antennamountedeither on the planet horizontal

platform (PHP) or on the favored side of the vehicle (i. e., the side predicted to

be toward Venus, based onephemeris data of the Sunand Ca.r_opus),and having

about a hemisphere of coverage appears to be satisfactory. This would weigh

only about one to two pounds, including its matcher and cabling.

Power Supply

The capsule power supply is required to provide all electrical power {at

28 VDC + 10 per cent) for the operation of the instrumentation and communica-

tion equipment. It must withstand the prelaunch sterilization procedure and

must operate under the severe environment to be encountered after entering the

Venusian atmosphere.

For this mission two separate power supplies are recommended, due to

the differing requirements and environments to be encountered in the two phases

of the mission. The primary power supply will provide all electrical power

after atmosphere entry. The auxiliary power supply will be used for equipment

check-outs and/or for providing filament-heating power prior to entry, if either

of these is required.

Based on the results of the power supply studies presented in this section,

the following paragraphs summarize the most promising method found for meet-

ing the probable requirements of this mission.

For the primary power supply, sealed silver-zinc batteries are recom-

mended. They can be designed with additional capacity to allow for losses during

inactive transportation and still be relatively light-weight. For instance, a

battery capable of delivering 235 watts for 30 minutes would weigh only about _,

II-1-13



II-4 THE INFLUENCE OF MODEL ATMOSPHERECHARACTERISTICSON
ENTRY VEHICLE DESIGN

After having conducteda design analysis of entry vehicles for Venus, it

is worth while to consider what portion or characteristics of the different model

atmospheres influenced the design. This is of importance to those most inter-

ested in refining model atmospheres so as to indicate regions or characteristics

that one shouldconcentrate on in order to aid the vehicle designer.

From the results of the entry trajectory analysis, it is possible to indicate

where in the atmosphere the following three significant events take place: the

beginning of deceleration (_ 0.1 g), peak deceleration and the point at which the

vehicle's velocity becomes subsonic. Sincethese eve.ntsare a function of entry

angle andballistic coefficient in addition to model atmosphere, they will fall

within a certain bandfor the variables considered in the present study. These

bandsor regions are indicated in Figure II-2. The lower region of eachband

is for a 15° entry angle while the upper limit is for a 90° entry angle.

These regimes indicate that the regions of most interest to the entry
-8

vehicle designer are altitudes of from 30 KM to 110KM for densities of 10

to 10-3 slugs/ft 3. It is interesting to note that the models for the upper atmos-

pheres furnished in EPD 33have no effect on the entry vehicle design.

The characteristics of a model atmosphere that determine the level of

maximum deceleration is the rate of changein density with altitude. For a

given decrease in altitude, the model atmosphere that has the greater increase

in density will yield the highest peak deceleration. Therefore, from Figure II-2

Extreme I atmosphere shouldyield the highest maximum deceleration with

Extreme II atmosphere somewhatlower and the "best" atmosphere the lowest.

This is indeed in agreement with the results presented in Section III-1.0.

Becauseof time limitations, the model atmospheres presented in EPD 33

Rev 1 could not be considered in the present study. However, the effect of these

changescanbe discussed ona qualitative bases (Figure II-2). Using the reason-

ing given in the preceding paragraph, the following trends canbe noted:

1) The new Extreme I atmosphere will yield slightly higher peak

deceleration loads thanwhat was obtained in this study.
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goodpercentage of the total weight, the payoff realized through shapeoptimiza-

tion appears to be significant. Therefore, future work shouldbe aimed at such

an optimization. The present study shows that the shapetrend should be to

higher bluntness ratios andhigher cone angles (lower ballistic coefficients).

The results indicate that some increase in payload is possible ff the entry

angle is held to a value in the region of 30° for vehicles up to a diameter of 36

inches. Above this size the angle for maximum payloadapproaches 15° . At

large entry angles both the structure and heat shield weight increase resulting

in a lighter payload. However, the increase in payload realized by controlling

entry angle is so small (exceptwhenthe vehicle size and weight approach 40

inches and 400 pounds}in relation to the complexity involved that it appears to

be more desirable to design the capsule for all entry angles from 15° to 90° .

Of all the various techniques investigated for temperature control of the

capsule during transit, the system involving a radioisotope of the size of SNAP

3 appears to be the most promising on the basis of weight and complexity. In

the period of the capsule descentto the surface through the Extreme I model

atmosphere, two conditions were studied in ascertaining the insulation required:

1) ejecting the heat shield whenthe capsule reaches Mach one and

2) retaining the heat shield to impact.

The analysis indicates that the insulation weight required is less for the case

when the heat shield is ejected. However, the difference in insulation for the

two cases is of the order of a few poundsand almost equal to the required ejec-

tion system. Therefore, from the standpointof reliability, it appears desirable

to eliminate the ejection system and retain the heat shield to impact.

In addition to optimizing the capsule shape, it appears to be desirable to

reduce the uncertainty in the heat shield analysis since this uncertainty repre-

sents a high percentageof the total payload.
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2) The new Best atmosphere shouldyield the same peak deceleration

loads.

3) The new Extreme II atmospherewill yield lower peak deceleration

loads thanwhat was calculated in the present study. In fact they

will be below the peak loads estimated for the Best model atmos-

phere.

The effect of the changesin the model atmospheres on the heat shield

requirements is difficult to determine ona qualitative basis. However, it is

believed that the changeswould bewithin the order of uncertainty in the present

analysis.
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i. TRAJECTORY ANALYSIS

i.1 POINT MASS ENTRY TRAJECTORIES

Entry trajectories have been computed on an IBM 7090 computer, using a

three degrees-of-freedom, in translation, point mass program (1). This program

contained the following assumptions:

i. a non-rotating spherical planet with a 1.9924541 x 107 feet radius

2. 27.886171 ft/sec 2 surface gravity

3. no winds

4. speed of sound and drag coefficient vary linearly between tabulated

values

5. logarithmically variation in density between tabulated values.

The three Venus atmospheric models which were considered were those

given in Section I. Drag coefficient values were obtained as functions of both

Mach Number and altitude as shown in Figures 3-1.6 and 3-1.7 of Reference 2.

Entry altitude was defined as 350 km since the density at this altitude

corresponds to Earth density at 400,000 feet, the accepted re-entry altitude.

Variables which were considered, included entry angle (capture to 90 ° down from

horz.), entry velocity (11 to 14 km/sec.) and W/CDA (20 to 300 earth lb/ft2).

A trajectory run log is presented in Table i. 1 and shows that most trajectories

utilized Extreme I atmosphere since it produced the highest axial loads. This

is demonstrated in Figure 1.1 which shows maximum deceleration and altitude

at maximum deceleration, as functions of entry angle for the three model

atmospheres.

Peak deceleration versus entry angle is presented in Figures 1.2 and 1.3

for the Extreme I and "Best" atmospheres respectively for entry velocities of

11, 12, 13, and 14 km/sec. This information is cross-plotted in Figure 1.4 and

1.5 to obtain the angular entry corridor between the peak deceleration limits of

I00, 200, 300, and 400 earth g's and a skip limit which is defined as the minimum

entry angle for capture during the initial entry.
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Figure 1.6 presents range and time from entry to impact versus entry angle.

The influence of W/CDA on time from Mach 1 to impact and altitude for peak

deceleration and biach 1 is in Figure 1.7a. W/CDA has negligible effect on peak

deceleration magnitude. Figure 1.7b indicates the observation time available in

subsonic flow conditions. Note that the extreme II atmosphere gives the shortest

time of eight minutes. The observation time is not strongly dependant on the

entry angle. Entry time histories showing altitude, dynamic pressure, velocity,

and axial gls have been selected for representative trajectories (corresponding

to log numbers 2, 6, 7, 10, 11, 12, 13, 17, 19, and 21)and are presented in

Figures 1.8 to 1.27 respectively.
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1.2 THREE DEGREE OF FREEDOM TRAJECTORIES

The trajectory program utilized for the three degree of freedom analysis

(two degrees in translation and pitch rotation) is described in detail in Roference

3. The same planetary constants used in the point mass trajectories were

employed. All computations are done in a trajectory fixed system (i.e., com-

ponents of position and velocity are given along the flight path and normal to it in

the trajectory plane).

Initial conditions for these trajectories were taken from the point mass

trajectories at a dynamic pressure of one pound per ft 2. This permitted the

angle of attack to be specified just before peak dynamic pressure and resulted

in obtaining approximate worst case loading. Initial angle of attack was selected

as large as possible without resulting in a backwardly stable trajectory. Gas-

dynamic coefficients were assumed to vary with both altitude and Mach No.

Capsule physical characteristics assumed for the two configurations

considered are shown in Table 1.2. The majority of trajectories were run for

configuration "B," which corresponds to a Discover-type vehicle. The remaining

trajectories used an Apollo-type vehicle denoted by configuration "A. " A

trajectory run log is presented in Table 1.3 and shows that all trajectories used

the Extreme I (maximum loads) atmospheric model and a 12 km/sec entry velocity.

Data obtained from these trajectories include: 1) pitch frequency in cycles

per second, 2) angle of attack envelopes, 3) normal and axial loads, and 4) normal

and axial loads per foot. Loadings per foot are due to the angular acceleration

and are therefore related to distance from the c.g.

Figures 1.28 and 1.29 present data on configuration "B" entering vertically.

Comparison of peak axial load from this trajectory with that of the corresponding

point mass trajectory shows a 15 per cent reduction in the former case. Note

that the maximum normal load is approximately 80 per cent of the axial load.

The pitch frequency which reaches 13.3 cycles per sec is high compared to a

nominal Mars entry (9 cycles/sec) and compares with a re-entering nosecone (9

to 15 cycles/sec maximum). Although the capsule tumbles initially, the angle

of attack envelope shows a convergence to a ± 12 degree limit cycle oscillation.
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The effect of moving the e.g. is shown in Figures 1.30 through 1.33. These

figures show that moving the c.g. forward increases the frequency and loading

but has little influence on angle of attack envelope.

Figures 1.34 and 1.35 show that reducing the entry flight path angle reduces

the loading and frequency as expected (axial values 15 per cent less than point

mass value}. The angle of attack still converges to about + 11 degrees. Peak

normal load exceeds the peak axial load by 10 per cent.

The effect of initial pitch rate on peak conditions is presented in Figure

1.36. Values are almost symmetrical about zero pitch rate. As initial pitch

rate increases, frequency and axial loading increase while the normal loading and

loading per foot decrease, however the maximum normal loads are of most

interest for design purposes.

Entry data for capsule configuration "A" is shown in Figures 1.37 and 1.40.

The initial angle of attack was reduced from 179 degrees (for configuration "B"}

to 90 degrees in an attempt to prevent backward stability. This was successful

for the shallow entry trajectory (Figure 1.37} but not for the vertical entry

trajectory (Figure 1.39}, which shows a backward diverging angle of attack

envelope. For the shallow entry, the angle of attack, although converging,

oscillated +_ 42 degrees after passing through peak loading conditions. For this

case, the axial load was almost twice the normal load and the pitch frequency

reached eight cycles per second versus 4.4 cycles per second for the "B"

configuration.
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1.3 GENERAL ENTRY AND APPROACH DATA

The relationship between hyperbolic excess velocity (V®) and local velocity

is presented in Figure 1.41 and should prove helpful in interpreting the results

in the following sections. Flight path angle is presented in Figure i.42 versus

hyperbolic excess velocity and distance from Venus. The angle subtended by

Venus and time before perifocus is shown in Figures 1.43 and 1.44 as a function

of distance from Venus.

Entry angular corridors have previously been determined from point mass

trajectories. The entry conditions of velocity and flightpath angle have been

taken from these data and used to determine corresponding vacuum perifocus

values. Vacuum perifocus was calculated for the Extreme I and Best atmospheres

and the results presented in Figure I.45. Using the Extreme IIatmosphere

produces results which are bounded by the other two atmospheres.

Data from Figure 1.45 was cross-plotted in Figures 1.46 and 1.47 for a

hyperbolic excess velocity of 5.0 km/sec, which is typicalfor a 1965 Venus

mission. Figure 1.46 presents the linear corridor for entry between the skip

limit and the noted peak axial deceleration. Figure 1.47 presents similar

information, but here the minimum entry angle is defined by the 100 g's trajectory

rather than the skip limit, since a high integrated heating value may necessitate

a steeper entry than the skip limit. Figures i.45 and I.46 show thatwith the

Extreme I atmosphere, an accuracy of + 300 km will result in peak loads of 200 g's

and 226 g's when using the skip limit and the 100 g limit, respectively, to define

minimum entry angle.

Approach guidance accuracy (± A _/),as used herein and seen in Sketch 1.0.0,

defines the maximum allowable flightpath angle tolerance of the capsule as itis

ejected from the bus. Accuracy requirements have been calculated as a function

of entry corridor, entry velocity, Venus atmosphere, and distance from Venus

for a typical capsule configuration. Figures i.48 and 1.49 present data for the

Extreme I and Best Venus atmospheres respectively. Extreme IIatmosphere

accuracy requirements are between these two.
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It is possible that minimum path angle must be increased beyond the present

skip limit because of heating considerations. If, for example, the minimum entry

path angle should be 100 earth gts, then the accuracy requirements can be obtained

from the figures by subtracting the ± _ 7 value for 100 gWs from the ± A y value

for peak deceleration, but current information indicates that the above effect is

less important than the atmosphere model selected, which can change the accuracy

requirements by a factor of 2.

An example of the manner in which the figures can be used is described

below. Assume that the peak deceleration is limited to 300 earth g's and the

entry velocity is 12 km/sec. Then, for a guidance accuracy of ± 0.25 degrees,

the approach guidance must be made closer to Venus than 19 radii assuming

Extreme I atmosphere or 36 radii assuming the "Best" model atmosphere.

V(BUS)

V(PROBE)

SKETCH 1.0.0. EJECTION CONDITIONS
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1.4 RETRO-ROCKET CONSIDERATIONS

The present Venus probe concept requires that the main vehicle (bus)

approach the surface of Venus as close as 12,000 kin. At some yet to be

determined time before bus perifocus, the entry capsule will separate from the

bus. A retro rocket will fire, causing the resultant velocity vector of the capsule

to rotate such that acceptable planetary entry will occur, while the bus continues

on its original trajectory. Figures 1.50, 1.51, and 1.52 show retro-rocket

velocity increments required for the capsule to enter the center of the 300 g

corridor for various bus perifoci, as a function of steering distance from Venus

(r s) and hyperbolic excess velocity. The retro-rocket was assumed to fire

impulsively and perpendicular to the resultant probe velocity to obtain maximum

turn angle.

The purpose of the following area of study was to determine the sensitivity

of the capsule to retro-rocket velocity error. Sensitivity as used herein denotes

the change in capsule virtual (vacuum) perifocus (rp) per unit error in retro-

rocket velocity ( b r /b _ V).
P

Linear corridors have previously been determined (Section 1.3) for

various peak axial decelerations. Both 300 and 400 Earth g's corridors have

been considered since the final corridor, which depends on heating limits,

instrumentation loading and weight trade-offs, has not yet been determined. The

300 g corridor is reproduced in Figure 1.53 and shows the corridor centerline

which corresponds to the nominal entry case.

The effect of the magnitude of retro-rocket velocity error on virtual peri-

focus was investigated and it was shown that for the area of interest, a linear

variation is an adequate representation. This is demonstrated in Figure 1.54

which shows nearly constant slope for typical conditions.

Sensitivity is presented in Figure 1.55 as a function of distance from Venus

where bus and capsule separate (rs/r o) and hyperbolic excess velocity. The data

presented in the above figures were obtained by solving the exact equations.

Appendix A presents the perturbation method of solving for sensitivity and shows

excellent agreement with the exact value.
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Retro-rocket accuracy required for entry within the 300 and 400 g's

corridors is shown in Figure 1.56 as a function of bus perifocus (rp(bus)) and

hyperbolic excess velocity. Calculations show that accuracy requirements are

essentially independent of distance from Venus at separation. Figure shows

that the greater the bus perifocus, the more stringent the retro-rocket velocity

accuracy requirements. For example, for a hyperbolic excess velocity of 6 km/

sec and assuming a 300 g corridor, the retro-rocket velocity error can be 14

per cent for a bus perifocus of 10,000 km but only two per cent for a bus perifocus

of 37,800 km.

Results of the previous paragraph show the effect of retro-rocket magnitude

error on probe virtual perigee. The purpose of this section is to show the effect

of retro-rocket alignment error (5 _/) on probe virtual perifocus. The nomen-

clature used in this study is defined in Sketch 1.0.1.

The results shown in the following figures were obtained by solving the

exact equations. Figure i. 57 shows that increasing the steering distance reduces

the effect of alignment error on virtual perigee. Figures 1.58, 1.59, and 1.60

show that although the influence of alignment error is reduced as hyperbolic

excess velocity is increased, this is more than compensated for by the change in

linear corridor. In all cases, virtual perifocus is more affected by a positive

error in _ than a negative error. This is easily understood since any alignment

error causes the flight path angle to become more horizontal, which results in

an increased virtual perifocus; but a negative B also reduces the velocity of the

probe and somewhat compensates for the flight path change.

For the case of determining the combined effect of both magnitude and

alignment error it is assumed that the RMS method should provide a close

approximation. __ B

__r. rp(PROBE) B VBU S VpROB E
=0 when

SKETCH- 1.0.1
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1.5 APPROACH GEOMETRY DATA

It is the purpose of this section of the study to determine if the maximum

probe to bus communication time after probe entry is sufficient to permit the

bus to be used as an information relay link.

The bus is assumed to approach the surface of Venus as close as two Venus

radii. If terminal guidance is required, then, at some yet to be determined time

before bus perifocus, a retrorocket will be fired causing the velocity vector of

the probe to be rotated such that planetary entry will occur, while the bus

continues on its original trajectory. Since the probe has a smaller virtual peri-

focus than the bus, its average velocity will be greater and will result in the probe

arriving at Venus first.

Communication time was assumed to start when the probe was 1 radius

from_e center of Venus and to end when "line of sight" limits from the surface

of Venus were reached. In Section 3.0, it was determined that ionosphere

reflection will not limit communication for probable transmission frequencies.

In the calculations, two items were considered compensatory and were neglected.

They were (1) atmospheric refraction and (2) atmospheric effect on entry range.

Data is presented showing the maximum probe to bus communication time

during entry as a function of bus perifocus ratio (rp/ro) B probe perifocus ratio

(rp/ro)p, hyperbolic excess velocity, and distance from Venus at capsule ejection

(rs/ro). Partial results of this study are presented in Figure 1.61, which shows

communication time versus hyperbolic excess velocity for a bus perifocus ratio

of 2.0 radii and for steering ratios and probe perifocus ratios between 10-100 Venus

radii and 0.1-0.8 Venus radii respectively. Figure 1.62 shows similar data for

a bus perifocus ratio of 3.0 radii.

For each set of bus and probe conditions where only rs/r ° is varied, there

is a minimum communication time which corresponds to increasing rs/r ° values

for increasing bus perifocus ratios. This can be explained best by examining

the effect of r /r on the beginning and end limits of communication time. As
S O

r /r is decreased, the probe will lead the bus less at the start of communications.
S O
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But also as rs/r ° is decreased, the impact point moves such that the terminal

line of sight limit increases communication time until infinite communication

time is achieved. These opposing trends combine to produce a minimum value.

It can be seen from Figures 1.61 and I. 62 that very little communication

time is gained by increasing the steering ratio beyond 50 radii. But, communica-

tion time is extended considerably by increasing the probe perffocus ratio (i. e.,

entry angle becomes less steep). It is therefore evident that communication

time is limited by the steep entry trajectory even though actual entry time

(obtained from point mass trajectories) is greater for the shallow entry. Entry

trajectories have indicated that probe perifocus ratio must be greater than 0.8 for

the peak deceleration to be less than 400 g's. Figure 1.16 shows that entry time

for a 30 ° entry path angle attains a limit of approximately 30 minutes for low

W/CDA. It is, therefore, obvious that adequate communication time is available

for bus perifocus ratios equal to or greater than 3.0 Venus ratii. For smaller

bus perifocus ratio or smaller probe perifocus ratio, communication time is

obtained by cross-plotting the data of Figures 1.61 and 1.62.
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TABLE 1.1

POINT MASSTRAJECTORIES

Trajectory
No.

Atmosphere* Entry Velocity W/CDA

VE (PSF)

(Kilometers/Sec)

1 H 12 60.8

2 H 12 60.8

3 H 12 60.8

4 H 12 60.8

5 I 12 60.8

6 B 12 60.8

7 B 12 60.8

8 B 12 60.8

9 B 12 60.8

10 I 12 6O. 8

11 I 12 6O. 8

12 I 12 60.8

13 I 12 2O

14 I 12 40

15 I 12 100

16 I 12 200

17 I 12 300

18 I 11 60.8

19 I 13 60.8

2O I 12 6O. 8

21 I 12 60.8

22 I 11 60.8

23 I 13 6O. 8

24 B 11 60.8

25 B 14 6O. 8

26 B 13 60.8

27 I 12 100

28 I 12 100

29 I 12 20

3O I 12 2O

Extreme Model I

Extreme Model H

Best Model

*I =

H =

B =

Entry Angle (Degrees
Down from Local

Horizontal)

_E

90

30

15

12

12

90

30

15

12

90

3O

15

30

30

30

30

30

30

30

14.5

13.25

9O

9O

9O

9O

9O

15

9O

15

9O
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Config.

A

B

TABLE 1.2

CONFIGURATION CHARACTERISTICS

W/CDA

20

60

Static Ipitch

Margin (slug_ft2)

.ld 1.6

.id 5.2

Iyaw

(slug-ft 2)

I
xy 2

(slug-ft 2)

0

0

III-1-13



TABLE 1.3

THREE DEGREE OF FREEDOM TRAJECTORIES

Trajectory Configuration Entry Path Initial c.g.

No. Angle Pitch Position
Rate

deg. (DFH) (deg/sec) (ft from nose)

i01 B 90 0 1.11

102 B 90 0 1.06

103 B 90 0 1.17

104 B 15 0 1.11

105 B 15 10 1.11

106 B 15 20 1.11

107 B 15 -20 1.11

108 B 15 0 1.09

109 A 9O 0 .69

110 A 15 0 .69

NOTES:

All trajectories used Extreme I atmosphere. Entry velocity was always

12 Km/sec. Initial angle of attack of 179 deg for Configuration A and -90

deg for Configuration B.
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APPEND_ A

Retro-rocket sensitivity by Perturbation Method.

equations:

2
2 vr cos 2_

p K (1 + e)

and

2 2K 2
V -- + V

r

From basic hyperbola

Therefore

2 2
rcos _(2K+v r)

r -_ 2
P 2K+r v

p

Differentiating with respect to flight path angle '_1

Give: 5 ,¢ = V

2

5 rp (2K+v® r) r sin2 e

5 Av - (2K+ 2v_2 rp) V

Example: K = 3.3 x 105 Km3/sec2-

v = 6 Km/sec
o0

r = 186,000 Km (r/r = 30)
o

r = 5720 Km( _ 300 g corridor)
P

_/ = 86.5 ° (DFH)

Solving the above equation gives

and assuming 5 v is small such that

r

la = -24400 km/(km/sec)
55V

And this compares with -24100 obtained from the exact equations and

presented in Figure 1.55.
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2.1 INTRODUCTION

The primary objective of a Venus-Mars Entry Capsule is to gain knowledge

about the planet's atmospheric environment. For this reason it is of particular

significance to consider what means will be used to gain knowledge about the

planetary atmosphere and to examine both the requirements placed on the capsule

design by the measurement techniques and the type of information that can be

expected to be obtained.

The purpose of the instrumentation section of this study is to examine

techniques for measuring the primary meteorological unknowns, namely pres-

sure, temperature and density as a function of altitude and to insure compat-

ability between capsule design and likely measurement techniques. It is not the

objective of the instrumentation study to select the method by which the above

cited parameters, as well as several auxiliary parameters, are to be measured,

but rather it is its purpose to consider various techniques and to cite their merits

and disadvantages.

The study was specifically required to consider techniques for measuring

pressure, temperature and density under that altitude range during which the

capsule is travelling at subsonic velocities. In addition, it was considered de-

sirable to consider techniques for measuring the percentage of carbon dioxide

in the Venus atmosphere, on the assumption that this and nitrogen were the

major constituents present. Since the data is primarily measured as a function

of time, while interpretation requires measurements as a function of altitude,

it appeared necessary to consider techniques for establishing the altitude that

the capsule is above the surface as a function of time. The most direct approach

for this later purpose involves the use of a radar type altimeter and hence, a

preliminary system design for such a device was carried out. In addition, since

weight and power restrictions may preclude the use of an altimeter, techniques

were investigated for determining altitude by indirect means, particularly by

integrating velocity measurements. The indirect methods for establishing alti-

tude requires a reference point which could either be the time of impact at the

planet's surface - ff the instrumentation and communication subsystems survive -
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or (less desirably} the time at which a cloud layer is encountered. The altitude

of cloud layers is of course, also of direct interest in the study of the meteorology

of the planet andhence, some thought was given to a simple schemefor detecting

the presence of clouds.

Ultimately, the outputof this investigation will be utilized in conducting

parametric analysis which will culminate in the selection of an appropriate

instrumentation system andhence, it is necessary to list certain specific in-

formation with respect to the techniquesfor determining eachunknown.

Specifically in the following sections we have considered for each unknown

(1) types of measurement techniques available (2) choice of componentsavail-

able for each technique (3) measurement range and accuracy requirements (4)

effects of environment: temperature, deceleration, vacuum (5) calibration and

data correction requirements as a function of instrument reliabilities and system

redundancy(6) auxiliary measurements required, suchas supply voltages, sensor

temperatures (7) vehicle interactions: holes or windows required, thermal con-

trol and stabilization and (8) basic instrument parameters: weight, volume and

power requirements.

The results of the study are listed in summary form in the following

section.

Succeedingsections consider measurement requirements, a typical in-

strument subsystem, details of pressure, temperature, density, carbon dioxide

measurements, molecular scattering, velocity measurements, a radar altimeter

andcloud detection.

A final section considers somehypersonic regime measurements that

could be performed to aid in the designof future entry capsules.
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2.2 SUMMARY

The instrumentation systems pertinent to a capsule designed for meteor-

ological investigations of the planet Venus have been examined. Primary atten-

tion was given to the principal variables of atmospheric pressure, density and

temperature. Secondary parameters for which instrumentation was considered

included carbon dioxide density, and the presence and type of clouds that might

be encountered. Techniques for measuring altitude and velocity - or elapsed

distance - were investigated from the viewpoint of relating measurements per-

formed as a function of time into data as a function of altitude above the planet's

surface. All the meteorological parameter measurements were considered

primarily during that portion of the trajectory when the capsule was travelling

at subsonic velocities since no feasible techniques were found for investigating

the undisturbed properties of the atmosphere from a vehicle travelling at hyper-

sonic speeds without seriously compromising the survival of the capsule. It

was shown from capsule parameter and trajectory analysis that in all cases it

would be possible to carry-on subsonic measurements at altitudes corresponding

to pressures of 0.7 atm. (40 km. for the "best" atmosphere model) and that for

a low ballistic parameter capsule on a grazing entry trajectory measurements

could begin as high as 0. 015 atmospheres (65 kin. altitude, for the "best" atmos-

phere model).

Hypersonic measurements were included to the extent required for capsule

design and performance evaluation.

The following techniques were investigated in some detail:

Pressure sensors: Bourdon tube and diaphragm types, with various kinds

of transducers (potentiometer, strain gage and reluctance type).

Density sensors: Attenuation and backscattering of alpha and beta parti-

cles and of gamma rays.

Temperature sensors: Thermistors and resistance thermometers, using

open ports and also using "vortex tubes" or other devices for eliminating velocity

effects.
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Carbon dioxide density: Infrared absorption and thermal conductivity.

Altitude and Velocity: Radar altimeter, velocity revolution and/or revo-

lution per minute indicator, differential static temperature - total temperature

measurements, differential static-pressure-pitot pressure measurements.

In addition_ the feasibility of performing line-of-sight measurements by

observing the sun from the vehicle and studying carbon dioxide absorption and

molecular scattering as a function of altitude was considered. This study was

discontinued as impractical due to low probability of seeing the sun, possibility

of cloud obscuration effects and excessive weight penalties.

Each technique was examined from the aspects of measurement accuracy,

reliability, compatibility with vehicle environment (particularly g-forces and

ambient temperature), and minimum power and weight requirements.

Consideration was given to the effects of individual sensor failure on

interpretation of data from other sensors, and redundancy/reliability was maxi-

mized for those sensors whose measurements were deemed most essential.

A brief section was included considering the relative importance of

measurements of different types of parameters from a meteorological view-

point, as a basis for trade-offs if telemetry, power or weight limitations did

not permit performing all measurements from a single capsule. A cursory

look was taken at the interaction of telemetry capacity and quantity and accur-

acy of measurement data obtained. In view of the fact that it appears that bit

rates as high as 8/second can be obtained without additional power requirements

on the transmitter system beyond what is required for the carrier, and in view

of the fact that this data transmittal rate appears to give adequate sensor infor-

mation, it appears that additional telemetry capacity would simply be used for

additional redundancy, parallel rather than sequential sampling of redundant

sensors, or a higher sampling rate for all sensors.

Additional telemetry would also be required if weight considerations would

permit using the radar altimeter, and instrumentation to measure other param-

eters than those considered in this study.
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A typical instrumentation system approach is given as illustration of the

capabilities of the instrumentation system and the overall weight, power and

telemetry requirements. The system considered has a weight of about six

pounds, requires about 20 watts of power and an eight bit/second telemetry

system.

Using the more satisfactory technique of measuring altitude by means of

the radar altimeter would result in an instrumentation system weight of 20

pounds and a power requirement of 40 watts.

It should be noted that to obtain absolute altitude from elapsed distance

(velocity) measurements requires time of impact as a fixed reference point.

This requirement does not exist if an altimeter is employed.
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2.3 TYPICAL INSTRUMENTATION PACKAGE

The instrumentation concepts evaluated during the course of this study

have been assembled into a typical system in order to better illustrate over-all

capabilities, as well as weight, power and telemetry requirements:

A) Temperature Sensors

TI: Resistance thermometer 150°K to 800°K + 10°K

Weight: 0.1 lb. Power 2 watts

Telemetry: 5 bit resolution

T2 : Resistance thermometer 300°K to 700°K + 6°K

(2 units) Weight: 0.2 lbs. Power 4 watts

Telemetry: 5 bit resolution, two units sampled alternately

T3: Thermistor 220°K to 320°K + 2°K

(2 units} Weight: 0.1 lb. Power 1 watt

Telemetry: 5 bit resolution, two units sampled alternately

B) Pressure Sensors

PI: 0 - 2 psi (two units} total weight: 0.1 lb.

P2:0 - 10 psi (two units} total weight: 0.1 lb.

P3__: 0 - 100 psi (two units} total weight: 0.1 lb.

P4:0 - 1000 psi (one unit} total weight: 0.5 lbs.

All pressure sensors are of the potentiometer transducer type and accurate to

+ three per cent (4 bit resolution}. Total power required _. I watt

C) Total Density Sensors

1018 _ 1019D1 Range: 5 x particleslcm 31

1019 1021D___22Range: 3 x _ particles/era3/

Gamma backscattering using scintillation crystals and photomultiplier

tubes as detectors could be used for density measurement. The different ranges

are obtained by different degrees of detector collimation. The output of the

photomultiplier is in pulse rate (digital) form and will be telemetered to 5 bit

(+ 1.5 per cent) resolution. The temperature of the detectors will be controlled

and monitored.
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Total Weight _ 2 pounds

Total Power -.. 6 watts

D) Carbon Dioxide Density Sensors

_ 1018 3C1 Range: 1017 5 x particles/cm

_ 1020 3C2 Range: 3 x 1018 1 x particles/cm

Infrared absorption measurements in the 15 micron spectral region will

be used, the two ranges being obtained by different source detector distances.

The signals will be telemetered to 5 bit resolution, to give adequate sensitivity

at the low end of the scale. Since the thermistor radiation detector is likely

to fail if operated at temperature above 50°C, it will be thermally insulated,

its temperature will be monitored, and the bias current will be removed ff

safe temperature limits are exceeded.

It is planned to provide thermoelectric cooling to this detector ff detail

studies indicated that the 50°C limit will be exceeded before the capsule has

descended to ten kilometer altitude.

Total Weight: 0.5 pound, Power: 2 watts

E) Velocity - Elapsed Distance Sensor

A propeller type sensor could be used, duplicate units being provided.

The revolutions are recorded (digitally} by a magnetic pickoff and transmitted

as r. p.s. (velocity) at velocities above 200 feet per second. In addition, the

total number of resolutions is accumulated, and transmitted as "relative height"

once the velocity has dropped to below 200 feet per second. Allowing for a

maximum elapsed distance of 200,000 feet the data will be transmitted digitally

to + 1-1/2 per cent. The counter will start reading from zero again for larger

elapsed distances.

Total Weight :

Total Power :

1 pound

4 watts
for 2 units
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F) Cloud Detector

This device is simply envisioned as a small light source, filtered to around

6000A and a solid state light detector, located so that the "atmosphere" passes

between them. A screen coated with material that becomes conducting in the

presence of moisture is included to aid in the identification of possible water

in clouds. It should be noted that indication of very dense clouds will also be

given by the carbon dioxide density monitoring system, and that correlation of

this with the device operating around 6000A would give some indication of cloud

particle size.

Total Weight: 0.2 pounds

Total Power : 1 watt

G) Peak g - Sensors

GI: 0-800 g, located along velocity vector axis

5 bit resolution, will record peak g value

G__22and G_.33:0-800 g located along the other two orthoganal axes of

the vehicle.

Total Weight : 0.3 pounds

Total Power: 0.1 watts

Data will be stored and telemetered after end of blackout (mode 2).

Total information : 13 bits.

H) Ablation Sensors

Two locations are envisioned: One near stagnation point, and one along

the 45 ° axis. Sensors will be located at eight depths, at each station. The

associated electronics indicate the last sensor broken. Data will be stored and

telemetered after end of blackout (Mode 2). Total information: 6 bits

Power Recluirements: 10 watts for about 20 seconds.
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I) Peak Temperature Sensors

Thermistors will be located at several critical points inside the capsule

to indicate the peak temperature reached during entry.

Weight and Power: Negligible

Information will be stored and telemetered after blackout (Mode 2). Total

information: 4 - 6 bits.

Over-All Requirements

Total Weight: _ 6 pounds

Total Power: -,.20 watts

All instrumentation is in the interior of the capsule, with the exception of the

density sensor which is located near the surface.

The instrumentation system is based on a capsule design that permits

measurements to begin at a pressure of about 0.01 atmospheres (corresponding

to 200,000 feet for the "best" atmosphere), and hence, is designed to permit

measurement of phenomena (low pressure, clouds) expected to occur at those

altitudes. For designs which a priori exclude measurements until pressures of

0.1 atmospheres have been reached the Mode I operation is superfluous (see

Section 24.3).

In addition, it is assumed that ten seconds after the vehicle has reached

Mach 1, measurements can begin, that is that the required ports have been

opened by that time.

The instrumentation system operates in three modes:

Mode 1 : Initial until velocity is down to about 200 feet per second.

Mode 2: Retransmission of stored, hypersonic data.

Mode 3: Steady state mode.

In Mode I only data concerning temperature, pressure and velocity will

be transmitted, but sampled every two seconds, with 5 bit accuracy. In addi-

tion the cloud sensor will operate at one bit accuracy.
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The thermistor temperature sensors will be used. For pressure the 0-2

psi full scale sensors will be used at four bit accuracy switching to the 0-10 ps"

sensor as the upper end of the scale is reached. The fifth bit of information

will be used to indicate which sensor is activated.

The "propeller" velocity meter will be used to determine velocity as a

digital basis, and also to activate Mode 2. The velocity will be measured over

a 0-800feet per secondscale, accurate to + 12 feet per second. (five bit

resolution. )

Mode II will be activated when the velocity drops to 200 feet per second

with a backup timer activation, in case of "speedometer" failure.

In Mode II the stored data from the hypersonic measurements will be

transmitted sequentially, the transmission being repeated once. The total

information amounts to 24 bits, requiring six seconds for duplicate transmission

at eight bits per second.

Mode II! begins immediately after the hypersonic information has been

transmitted. Information from all active sensors will be sampled at the rate

of once every 1000 feet in altitude - to be compatible with an eight-bit per second

telemetry system.

The pressure sensors P1, P2, P4 and the temperature sensors T2 and T3

will sequence as they reach full scale readings.

Temperature sensor T1 and pressure sensor P3 will be on continuously.

The two ranges of carbon dioxide density and total density will be sampled

alternately, that is, each range will be sampled every 12 seconds (about 2000

feet). The total number of revolutions will be telemetered from the velocity

meter, every telemetry cycle (six seconds), to determine relative altitude.

Additional information will be given by the cloud sensor, cloud moisture

indicator, and thermistors monitoring the temperature of sensitive components

(photomultiplier tubes, solid state devices).
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MEASUREMENT REQUIREMENTS

Meteorological Requirements

The vertical pressure distribution in an atmosphere in hydrostatic equi-

librium is given by the relation

dP = -g cdz, (1)

where P is pressure, g is acceleration of gravity, _ is density, and z is height.

For practical purposes g is constant for altitude ranges of interest here, in

which case integration of Equation (1) from a reference altitude z at which
o

P = P gives
O

P z

fdP=g/
P z

0 0

c d z. (2)

From the equation of state of the gaseous mixture, the density is

PM

- R* T ' (3)

T being temperature, R* the universal gas constant, and M the effective molec-

ular weight of the mixture. On substitution of Equation (3) into Equation (1), one

obtains

PM
dP = -g R*T dz, (4)

which gives, an integration

gM (z
R* T - Zo")

P = P e (5)
O

Equation (5) shows that ff temperature and molecular weight are known it

is possible to build up a pressure - height curve for the atmosphere. Conversely
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from pressure measurements as a function of altitude, one can deduce what the

temperature structure for a given composition must be. Measurements of both

pressure and temperature as a function of altitude provide the possibility of

determining an effective molecular weight of the gas. Data on pressure, temp-

erature, and molecular weight entered into the equation of state gives density

values which can be plotted as a density-height curve.

Present thinking indicates that no altimeter will be included on the Venus

capsule under discussion, but that the temperature, pressure, density, and

atmospheric composition will be measured. From these data altitude changes

can be determined by Equation (4}. Then if some reference altitude can be

established, an entire profile of the atmosphere above that reference can be

constructed. Hopefully the reference level can be the planetary surface.

Accuracies required for various measurements during the descent of a

capsule through the Venus atmosphere depend on the uses for which the informa-

tion is desired. As a working philosophy it seems more important to obtain

relatively rough measurements of several quantities than to strive for high

accuracy for particular quantities. It is likely that there will be large variations

of temperature, density, etc., with time and position on the planet, and knowledge

of the variations is still lacking. Great accuracy of measurement at one or a

few locations and times is unwarranted in such conditions.

On the other hand it is desirable that the system contain as much redundancy

as feasible and that the instruments be able to cover great dynamic ranges. For

instance, the low temperatures in the upper atmosphere of Venus are supplanted

by high temperatures at the surface. The instruments must not only withstand

these large temperature changes, but they must be capable of providing meaning-

ful data throughout the range likely to exist and still have range to spare for

unexpected contingencies.

The following is a preliminary analysis of the accuracy and dynamic range

requirements for measurements of the different physical parameters.
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Temperature

The temperature range expected in the Venus atmosphere is estimated by

J. P. L. to range from 200°K to 600°K. Temperatures to 750°K are included in

the "extreme model," but these high values are not based on direct evidence.

Measurements of 600 ° + 65°K at 10.3 cm wavelength are reported by Mayer,

McCullough, and Sloanaker of the Naval Research Laboratory. There is still

a possibility that there are no such high temperatures on Venus, the microwave

signals being emitted by the Venus ionosphere, but this hypothesis is not gen-

erally accepted at the present time. Consequently,it is very desirable that the

instrumentation system have the capability of not only being undamaged by temp-

eratures up to 750°K but also being able to provide reasonably accurate meas-

urements at these elevated temperatures.

One can advantageously use a comparison with measurements in the Earth's

atmosphere to establish accuracy criteria for similar measurements on Venus.

Typically_surface temperatures are read to 0. I°F by the U.S. Weather Bureau

observers, but it is questionable if this high accuracy has any practical signif-

icance. Thermometers with low time constants show short-period fluctuations

of 1° or 2 ° or more in natural settings with normal atmospheric turbulence.

This would seem to set the degree of accuracy desirable for surface temperature

measurements on Earth. In the free atmosphere the short period fluctuations

are not so pronounced but the data obtained by radiosondes and similar instru-

ments are accurate to at best l°C or 2°C under flight conditions. Comparisons

of data taken with radiosonde instruments manufactured in different countries

show an order of magnitude more uncertainty than this. These data are cur-

rently in use by the various weather services and apparently are of adequate

accuracy for useful results.

In order to show how errors in temperature measurement will affect the

density-height profile of the atmosphere, computations were made for the various

J. P. L. model atmospheres of Venus under the assumption that the thermometer

was subject to given constant errors. Errors of + 0. l°K, + 1.0°K, + 10.0°K,

and + 20°K were assumed. The results are shown by the density versus altitude
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plots for the "best" andfirst "extreme" atmospheric models of JPL in Figure 2.3.1

and Figure 2.3.2, respectively. Curves for errors of + 0. l°K and +_1.0°K are

not included becausethey are in the main too close to the middle curve for show-

ing on this scale.

It is seen that positive temperature errors will indicate too low densities

at the surface, andvice versa. However, the changeof pressure with increas-

ing altitude is too great for negative temperature errors andtoo small for posi-

tive temperature errors, resulting in a reversal of the sign of density error at

some altitude. This occurs in the 18-22 km range for the "best" model and

about 24 to 28km for the "extreme" model. Above these altitudes positive temp-

erature errors cause positive density errors, and vice versa, the percentage

error increasing monotonically with increasing altitude. For the "best" model

the density error at 50 km is about one percent for each l°K temperature error.

This increases to about ten percent density error per l°K temperature error at

200 kin.

Of perhaps more importance for temperature measurements are the non-

consistent errors, i.e., the random or short-period errors, as they affect

lapse rate determinations. The lapse rate, in turn, is useful in deducing atmos-

pheric stability, atmospheric circulations, and atmospheric radiative properties.

The limiting value is the adiabatic lapse rate in which case there is neutral

stability of the atmosphere. Complete vertical mixing of the atmosphere would

produce an adiabatic lapse rate in the absence of non-adiabatic processes such

as radiative energy transfers or changes of state. Lapse rates appreciably

greater than adiabatic are unlikely to exist for either very long times or through

very deep layers, as the smallest perturbation in such a layer will amplify with

time and produce violent vertical motions, thereby reverting to the adiabatic

profile. The net result is that super-adiabatic lapse rates are a rare phenomenon,

except very near a heated surface, in the Earth's atmosphere. Presumably the

same would apply to the Venus atmosphere.

The temperature errors necessary tc indicate super-adiabatic lapse rates

are. of course, dependent on the value of the lapse rate itself and on the altitude
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intervals at which the measurements are made. The lapse rate in the Earth's

atmosphere is in general roughly one half the (dry) adiabatic value of 9.8°C per

1000 meters, so measurements made at say kilometer intervals can contain con-

siderable error and still not indicate super-adiabatic conditions. However, it

is likely, because of high surface temperatures on Venus, that approximately

adiabatic conditions exist through deep layers. Thus relatively small but variable

temperature errors may make the difference betwee,_ i,_dications of static sta-

bility and instability. The adiabatic lapse rate for Venus depends on the atmos-

pheric composition assumed but is nominally 8.5°K/km to 9.0°K/kin. Obviously

if adiabatic conditions exist, small temperature measurement errors may cause

indications of either stability or instability. Conversely, ff the lapse rate is

much less than adiabatic, then errors of temperature measurement amounting

to even several degrees per kilometer will not give false impressions of absolute

instability, although such gross errors may well bring about unrealistic deduc-

tions of the important atmospheric processes.

The pressure errors which result from large and consistent temperature

error errors can be judged from the curves of Figure 2.3.3. The middle curve

of the figure is the pressure computed for the "best" Venus model. The upper

curve is for a constant + 20°K temperature error and the bottom curve is for a

- 20°K constant error. It is seen that the fractional errors in pressures result-

ing from applying these errors to the whole atmosphere, beginning at the surface,

increase with height and reach a factor of five or so at the 120 km level. In

the 40-50 kilometer range the errors in pressure are only 10 percent to 20

percent.

Pressure

Before assessing the significance in pressure errors, it is well to see the

purposes to which pressure measurements will be put. In meteorological work

on Earth the pressure is included as a primary measurement in standard weather

observations. Here, however, no particular use is made of the individual meas-

urement in ordinary applications. It is of use for providing altimeter settings

for aircraft, but mainly it is combined with similar observations taken at other
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locations to obtain a horizontal pressure distribution or pressure surface contours

from which atmospheric circulations can be deduced. This deduction is not

possible from a single pressure measurementat one location.

A time history of pressure at a given location is of value oll the Earth m

determining the movementor passageof weather systems. In meteorology this

measurement is called pressure tendency and is included in standard weather

observations. The time period over which the pressure tendency is taken is

normally three hours, andthe pressure changeduring that time is of the order

of a few tenths of millibars, although in disturbed conditions it may be several

millibars.

Obviously neither of these applications of pressure measurement is con-

templated for the Venusentry capsule. It appears, then, that unless the pres-

sure has some effect on operation of the vehicle itself, the pressure measure-

ment is of value only as it contributes to the definition of other parameters.

Pressure enters both the equation of state -- Equation (3) -- and the hydro-

static equation -- Equation (1). The equation of state is a linear relation between

pressure, temperature, density, and molecular weight. Thus,the error in the

determination of any of the other three variables from a pressure measurement

is directly proportional to the error of the pressure measurement itself. The

hydrostatic equation canbe written as

dP _ d (in P) = -gM dz. (6)
P R* T

Here it is seen that if the other variables are constant, dz is linearly dependent on

the logarithm of the pressure, or on the fractional change of pressure. Thus

the sensitivity of z to errors of pressure change measurements is small at high

pressures and large at low pressures.
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Dens ity

If the equation of state is differentiated and substituted into the hydrostatic

equation, the result can be expressed in the form

do = d (lno) = _d--T + d__M _ gM dz. (7)
O T M R*T

It is seen that for constant temperature and molecular weight the change of

altitude is proportional to the fractional change of density by the relation

d_ _ d (lnD) = -gM dz. (8)
C R*T

--..._

The dependence of altitude on density is a logarithmic function of density, just

as it was seen to be a logarithmic function of pressure by Equation (6). This

means that to determine altitude changes accurately one has to have very accurate

density measurements at high levels but larger errors are tolerable at low

levels, i.e., in dense portions of the atmosphere.

At a given altitude the fractional change of density is equal to the frac-

tional change of temperature, as can be seen from either Equation (7) or from

the equation of state. The same can be said for the pressure-density relation

in an isothermal atmosphere of constant composition.

Composition

There are two aspects to the determination of composition which should be

considered. First, it would be ideal to measure directly the absolute amounts

of materials which compose the atmosphere. This measurement should be con-

tinuous during the capsule's descent, as there are apt to be variations of compo-

sition with altitude. In the high altitudes diffusive separation of the gases may

exist, while at low altitudes there may be variable amounts of gases, because of

non-uniform distribution of,sources or because of the circulation of the atmos-

phere. An example of such low-level-variability is that of water vapor in the

Earth' s atmosphere.
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This direct measurement of composition is particularly valuable in detect-

ing trace gases. Each of the various forms of oxygen, nitrogen, carbon, hydro-

gen, etc., plays its own role in processes within the Earth's atmosphere. Pre-

sumably the same statement would apply to Venus, although the effects may well

be different. As an example of the importance of trace gases on Earth, the very

small amount of ozone which exists in the upper atmosphere, only two or three

cm at STP, absorbs high--energy ultraviolet radiation and thereby permits life

as we know it to exist on Earth. Perhaps a more cogent reason to measure

trace gases on Venus is to study the processes which are responsible for the

trace gas.

The second aspect of interest is the gross atmospheric composition. Until

comparatively recently it was thought that the Venus atmosphere is predominantly

CO 2. Later evidence, or a reinterpretation of evidence, indicates only five

percent to 25 percent CO 2. Presumably the remainder is nitrogen, although

this has not been established.

These gross proportions could be obtained by a determination of molecular

weight of the mixture. If Cl, M1, D2, M 2 are, respectively, the density and

molecular weight of CO 2 and N2, then the molecular weight of the mixture is

given by

Cl P2

M = M1 _ + M 2 _ , (9)

and

0 = Cl + C2" (10)

On substituting Equation (10) into Equation (9) and solving for o 1

obtains

01= D

_2 = _

M - M 2

M-M

and c 2, one

(11)
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M1 and M2 are knownconstants. From measurements of _, P, and T and use
of the equation of state, the molecular weight M of the mixture can be determined.

Then cI and c2 are readily computedfrom Equation (11).

The ratio of densities of the two gases, i.e.,

Cl M - M 2

0 2 M - M 1

(12)

can be determined to the accuracy to which M is known. From the equation of

state,

R* _ T (13)
M __

P

it is seen that M is linearly dependent on D, P, and T. If each of these quantities

is measured to + three percent during entry, M, and therefore c.1/p 2, is de-

termined + nine percent. This is adequate for the major constituents, but would

not furnish any information about the minor constituents of the atmosphere.

2.4.2 System Requirements

The variables to be measured place certain requirements on the overall

instrumentation. These were discussed in the previous section. In addition,

there are certain requirements which are due to the type of mission that is being

considered of entry capsule under consideration, the space and entry environment,

as well as weight, power and telemetry capacity limitations, and these are

discussed here in a general manner. Specific limits intrinsic in a given instrument

or component are discussed in the sections discussing pach measurement techniques.

One of the primary considerations in the overall instrumentation system is

the tremendous range of the principal parameters that have to be measured: in

general pressure, density and carbon dioxide density all vary about a factor of

one thousand between initial measurements in the subsonic region, and measure-

ments very close to the surface of the planet. Should it be desired to maintain
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constant (or at least approximately constant) relative error in the measurements

over this entire 1000:1 range, and if this measurement uncertainty were set at

+ 50 per cent of the measured value one would require 10 binary steps (i. e a 10

bit resolution). Similarly, if each value were to be measured to + 20 per cent,

20 bit resolution would be required. (It should be noted that in the mid term report a

measurement range of 10,000:1 was considered, the number of bits required there

are 14 for 50 per cent accuracy and 27 for 20 per cent accuracy.) In contrast with

the requirements for this precision, telemetry encoders usually resolve five bits

per variable, and six bit codes can be used. (Seven bit encoders are marginal

at the present state of the art. ) Quite apart from this, the transducers themselves

are usually good to about three per cent of full scale (this applies particularily

to pressure transducers), equivalent to a four bit resolution, significantly less

than what would be required to cover the entire parameter range with one sensor

and constant measurement uncertainty of even 50 per cent. (It should be noted

that the telemetry bit rate reflects step size and hence uncertainty in any given

measurement point. If the sampling rate is fast compared to the time that a given

parameter takes to vary by one measurement step, and if continuous data reception

is assumed, statistical uncertainties in the measured parameter are far less.

Unfortunately this type of approach does not apply to the transducer itself,

though even there one can use non-linear devices.)

One obvious approach is to divide the measurement range for a given

parameter into several smaller ranges, using several transducers. The ranges

for the transducers could again be selected to hold the relative error approximately

constant, or, preferably, should be tailored so that maximum precision is

available in the region where the data is of particular meteorological significance.

Thus, for example, the overall pressure range can be covered by three transducers

respectively 10, 100 and 1000 psi full scale, each one of them good to three per

cent of their full scale value. Conversely, if one is particularily interested in

the pressure altitude of possible clouds, which are expected to occur at pressures

somewhere between 20 and 100 mB (Circa 0.3 to 1.5 psi}, one would provide a

transducer covering about 0 to 2 psi, and use either a total of four pressure

ranges, or sacrifice accuracy in some other range.
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A different problem which also influences the design of the instrumentation

system, is the data sampling rate considered. In general, one can set an upper

limit on the desired sampling rate by requesting data every 1000 ft in altitude.

Assuming that one requires data to this specification only after the vehicle is

travelling at less than 500 ft/sec (an event which occurs only a few seconds

after leaving the hypersonic regime} this would imply sampling each sensor every

two seconds. A much more reasonable requirement would be requesting the data

every 10,000 ft initially, corresponding to sampling the data every 20 seconds.

By the time the vehicle has slowed down to 100 feet/sec., that is, a few

seconds later, this would correspond to data points every 2000 feet in altitude

and for the terminal velocity in the neighborhood of 50 feet per second (for a

vehicle with a ballistic coefficient of about 60} expected at the lower altitudes

(higher densities} data will be obtained every 1,000 feet.

Another aspect to be considered is the reliability of the various instruments

as contrasted with the possibility of providing either redundant measurement or

redundant information from the cross-correlation of various types of measure-

ments. Most of the sensors considered in the instrumentation system are simple

and reliable. Most likely, the critical items will be the communication system

and the altimeter. Both of these units will be relatively heavy and consume a

large amount of power and hence, duplicate systems are not feasible. Most of

the sensors themselves are small enough that it is feasible to duplicate the entire

unit and telemeter the output of redundant identical sensors sequentially. This

approach is particularly applicable to the pressure and temperature sensors.

For other units it may be more practical to provide duplicates only for the most

critical portions of the given instrument. Thus, for example, in the CO 2 density

measurement by infrared absorption, it would be practical to provide a single

source, since this could be simply a piece of one millimeter diameter resistance

wire heated to well below failure temperature, but provide two or more radiation

detectors (e.g., thermistors}. By spacing the thermistors at various distances

from the source, one could combine redundancy with expansion of the measure-

ment range. Similarly in the density gage one could use one radioactive source

and several scintillator-light sensor combinations.
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The effects of the environment are of course critical in the design of the

instrumentation andthe selection of the individual components. While the inter-

actions by the sensor andenvironment are considered separately for eachdevice

in the appropriate sections, someoverall aspectsare discussed at this point.

Four specific effects were considered in all cases andthese were effects of space

vacuum, effects of atmosphere temperature at subsonicportion of field, effects

of sterilization and g-loading during deceleration. Of these, the most serious

item appears to be the high ambient temperature during the final portion of the

mission. Several of the instrument sensors will not perform properly with the

temperature above100or possibly 150°C. In the non-operative condition all the

componentswill tolerate at least 150°C, andhence, no problems are expected

during the sterilization procedure. Several of the sensors (photomultiplier

tubes, thermistors, pressure gages)andtemperature dependentoutput evenwithin

their operating region andhence, the temperature of these sensors will have to be

monitored to permit corrections to be applied to the telemetered data. The most

critical element in this respect is the thermistor detector used in the determination

of carbon dioxide density by infrared absorption. This device can operate only at

temperatures between0 and50°C under conditions of constant voltage bias and

can tolerate only slightly higher temperature variations if operatedunder constant

current bias (but this later type of operations requires somewhatmore power) and

its temperature shouldbe monitored to better than five degrees. There is also

somepossibility that residues of chemicals (for example, ethylene oxide) used in

sterilization, may interfere with measurements andhence, the instrument de-

signer will have to have accurate knowledgeof the exact componentsused . There

may even be a requirement for inert gas purge, to remove residual chemicals.

The effect of g-loading doesnot appearas serious as originally envisioned

since solid state detectors are plannedfor many of the devices. The most critical

element will be the photo-multiplier tube andhence, serious thought is being

given to replacing this with a solid state light detector. This later device is

smaller, sturdier andrequires less power, but on the other hand, is less sensi-

tive and more temperature dependentthan the photo-multiplier. The effect of
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being exposedto the vacuum of spacefor an extendedperiod of time appears to

be particularly significant in the designof the bearing for the propellor suggested

for velocity measurements. This problem has, however, been studied in con-

junction with investigations on long-life spacevehicles anddoesnot appear to be

insurmountable.

Particular thoughthas beengiven to the interactions of the results from

the various types of measurements proposed for the capsule. The problem was

examined from the viewpoint of being able to interpret the data from the other

sensors if a particular type of measurement produced no results. Also, thought

was given to the relative importance of the various types of measurements if

weight restrictions should make it impossible to accommodate all instruments.

The most critical measurement is the ambient temperature since in the

extreme case meteorologists can gain some knowledge of the atmosphere from

just the variation of this parameter along the descent trajectory. Fortunately,

this parameter can easily be measured to the accuracy required for this purpose

(see previous section) and the sensors are rugged and reliable. In spite of this,

one should consider a minimum of four temperature sensors, two of which cover

the temperature region which occurs over the greatest part of the altitude

regime of interest (200 to 300°K) while the others cover the entire expected

range of temperatures.

The measurement which meteorologically appears to have the next highest

priority is the determination of the presence or absence of clouds since this

will permit typing the data to those based on bus measurements.

The third priority is the measurement of either density Or pressure.

The measurement of density is slightly more useful but if the range of composi-

tions suggested as input for this study (that is, if the atmosphere is between 75%

and 97% nitrogen with most of the residue being carbon dioxide) the pressure

measurement would have the advantage of using a simpler and lighter sensor.

The last most critical item is some technique for determining altitude as

a function of time since, without this, continuous measurements of temperature
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and density would be required through to impact to obtain an altitude reference

point. The most desirable technique would be to directly measure altitude with

a radar altimeter. Since this device is, however, quite heavy, the integration

of velocity as determined, for example, by propeller, would accomplish the

same purpose. Obviously, this would again require that both velocity meter and

communication system survive to impact.

Next in importance is the measurement of carbon dioxide density since

this fixes composition and thermodynamic properties for the two component

modes considered for the atmosphere.

Lowest priority would be given to the pressure (or density, whichever was

not used previously) measurement, since to a certain degree there is redundancy

between measurements of temperature, density, composition and pressure.

This should not be taken as a suggestion that the measurement should not be

performed since redundancy in a system of this nature is extremely desirable.
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2.4.3 Capsule Design Limitations

There are of course obvious interactions between the design of the entry

capsule, and its chief payload, namely the instrumentation system. The cap-

sule design is therefore tailored to its only mission: that of carrying instruments

and communication systems through hypersonic entry and then to impact, per-

mitting accomplishment of the mission. Since most of the measurements will

be carried out during the subsonic portion of entry, the instrumentation places

no direct limit on the capsule heat shield. After that portion of the capsule has

accomplished its purpose it will either be discarded, or suitable ports will be

opened in it. Similarly, the two types of hypersonic measurements proposed -

accelerometers and ablation sensors - are also compatible with any heat shield

design.

There are two capsule system parameters which have a strong effect on

the range over which useful meteorological measurements can be carried out,

namely the capsule ballistic coefficient, and the initial entry angle.

As an example, below are tabulated some parameters for capsules of two

different ballistic coefficients (20 and 60 pounds/square foot, and a variety of

entry angles: (All for the '_est" atmosphere and V
e

= 12 KM/sec.)

_15 ° _30 ° _90 °

W/CDA = 20 W/CDA = 60

_15 ° _30 ° _90 °¥

t 1 Deceleration = 5 g _153 62 31 156 61 31

t 2 Velocity = 1000 ft/sec 175 69 32 185 66 32

At = t 2 - t 1 -.- 22 ._7 1 29 5 1

Altitude at t 2 (ft) 205,000 190,000 173,000 180,000 170,000 155,000

Pressure at t 2 (atm) .01 .05 .13 .07 .14 .3

t 3 = t 2 + At (15 ° ) + 10 185 101 64 195 100 70

Altitude at t 3 _200,000 _165,000 160,000 175,000 150,000 135,000

Pressure at t 3 .02 .17 .2 .1 .4 .7
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It can be seen from the table that if we want to commence measurements

at the upper limit of where the clouds are expected - 20 millibars or 0.02 atmos-

pheres - one would have to begin at about 200,000 feet altitude. This is turn

requires a capsule with a low ballistic coefficient travelling on a grazing trajec-

tory, with an entry angle of 15 ° . Even if one assumes the highest pressure at

which the clouds are expected - 0.1 atmospheres - one must still begin meas-

urements before one reaches 175,000 feet. There is, of course, no absolute

requirement that measurements begin at cloud level (and in addition there is

no assurance that clouds will be found on the path taken by the capsule} but no

bus measurements can penetrate through the cloud layer, and correlation be-

tween the two sets of data would be more difficult if the capsule measurements

began much lower.

Therefore, the above indicates that a low ballistic coefficient is desirable

if the cloud altitude is to be determined.

In addition, it is impractical to require a grazing entry, but the desire to

begin measurements as high as possible suggests the desirability of approach

guidance, and entry angles between 15 ° and 30 ° . Any uncertainty in the entry

angle is doubly deleterious insofar as the desire for high altitude measurements

is concerned: first of all the steeper the angle, the lower the altitude at which

sonic speed is reached; second, the heat shield cannot be removed (or the meas-

urement ports cannot be opened) until one is sure that the vehicle has reached

sonic speed. If one times this, for example, by a time delay from the time

deceleration has decreased to 5 g (t 1 in the table), the time delay must be set

for the flattest trajectory, since that is where the interval between the time of

5 g and sonic speed is greatest. Using this time delay, plus an additional ten

seconds as safety margin and to accomplish the shedding of the shield, the

measurements (for a ballistic coefficient of 20) could begin at 210,000 feet for

a 15 ° entry angle, but only at 170,000 feet for a 30 ° entry angle. In the first

case one would begin about five seconds after reaching sonic speed, while in

the second case it would be 20,000 feet later, if the shield removal were acti-

vated by a g-sensor. This implies that considerable thought should be given
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to devising a technique that would insure capsule survival, but would still acti-

vate measurement systems at a preset velocity, regardless of error in trajec-

tory. This is mainly important if cloud altitude is of high interest.

It should be emphasized that while the altitudes discussed in this section

all referred to the "best atmosphere," the pressures for all these events would

be about the same for the other two atmospheres, though the altitudes would,

of course, be quite different.

I]2-2-27



(I_I)I) 3on1II7V

III-2-28



To

O

f
,,, o

O
¥

O

w

O
- O

O O
O

n"

O

O

I

I

O
@D

w

n"

t_

e

O

I

I I
O
¢0

O O
oJ

m

I
O

- D

I

O
O--

(INH) 3Oflll±7V

"o

•"o -_

_o

0 _,_

NO

m+l

g_

_+,

r_ • ,,,-I

0 _

m _

dm

_N

ITI-2-29



0 0
N 0

0

I

0

(IN_) 3Onll17V

III-2-30



n-
O
n,,
n,,
U.I

a."

bJ
I-

0

..I-
\

0
O4
I

0
0
i

0

(_1) =10n j.i j.-lV

III-2-31



2.5 PRESSURE MEASUREMENTS

One of the flight objectives is to determine the variation of the static pres-

sure of the atmosphere with altitude. Included in the problems of making this

measurement are the effects of velocity and angle of attack on the pressure at

the port, the determination of the optimum type of probe or port and its location,

the type of transducer to be used, considering sensitivity to the entry decelera-

tions, temperature, and reliability, and the ranges of transducers necessary to

cover the predicted range of pressures with adequate accuracy. Each of these

problems is considered in detail in the following sections.

2.5.1 Velocity Effects

Measurement of the static pressure of a gas with the instrumentation

mounted on a moving vehicle is complicated by the pressure disturbances due to

the motion of the vehicle through the fluid. The pressures adjacent to the vehicle

are increased in front of the vehicle and decreased behind it. The magnitude of

the pressure increase depends on the velocity of the vehicle and the density of

the medium through which it moves, while the distribution of pressures around

the vehicle depends on the orientation of the vehicle with respect to its velocity

vector, i.e., its angle of attack.

As given by Dean*, if a stream is reversibly and adiabatically decelerated

without shaft work to zero velocity,

given by:

the resultant stagnation pressure P is
O

where

] v2k Po k _s

k-i Ps - i - (I)
2 go

k = ratio of specific heats

Ps = static pressure

p = stagnation pressure
O

*Dean, Robert C., Jr. Aerodynamic Measurements, Massachusetts Institute

of Technology, Gas Turbine Laboratory - 1953
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go

_s = density

V = velocity

= dimensional proportionally constant to Newton's Law

Although derived and expressed for the case of a moving gas decelerated to

zero velocity, the process is reversible and, therefore, the expression can

also be used for a gas accelerated with respect to its initial environment and

then brought to zero velocity with respect to the vehicle containing the pressure-

measuring equipment.

Introducing Mach number M and rewriting, Equation (1) becomes

M2 2--k M4 ]-- Po-Ps : ÷ +--- (2)
2go 22 . 3!

This equation includes the effects of compressibility. If the terms involving

Mach number are not included, Equation (2) reduces to

V 2
5p -

2 go (3)

which is the relationship applicable to incompressible flow conditions.

son of the two equations show that Equation (3) may be used to a Mach number

of about 0.5 without exceeding an error of five percent. At M = 0.8, the error

introduced by ignoring compressibility effects is about 15 percent, so that,

even at this velocity, an appreciable error in Mach number estimation would

cause only a small error in the velocity correction.

The effect of velocity on changing the pressure from the static value is

also a function of the position of the pressure port and the angle between the

pressure port and the velocity vector. Goldstein* shows that, for any point P

on the surface of a cylinder with a gas flowing past the cylinder,

1 V 2P-Ps =2 D (1-4 sin 2e)

where: p =

e =

*Goldstein, S. Modern Developments in Fluid Mechanics, Oxford University
Press - 1938
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Experimental results verify the validity of this equation for values of e of up to

30°, where the indicated port pressure is approximately equal to the static pres-

1 V2sure. (In Equation (4), if e=30 ° , p =ps. Also, if e = o, p=ps + 2-c =Po" )

Experimental results of the pressure distribution on spheres in a moving gas

stream are also given by Goldstein. The curves are of the same general shape,

with the local pressure equal to the static pressure at an angle of about 40 °

from the stagnation point. As discussed above, positions can be found on cylinders

and spheres where the pressure on the port will be equal to the static pressure

in the stream. This is also true for other shapes. Newell* cites reports made

on the V2 rocket tests indicating that pressure ports, properly located, gave

indicated pressures equal to the static pressure with an error not exceeding two

percent of the impact pressure head. These results covered a range of Mach

numbers from 0.14 to 0.84, and showed that the velocity did not change the

results by more than + two percent over this range. Similar information on the

Mar's vehicle can be obtained by wind tunnel testing, if needed. If the heat

shield is not dropped, changes in shape may increase the uncertainty to port

location and changes in velocity. The maximum error is estimated to be less

than + ten percent in this event. The effect of angle of attack will vary approx-

imately as the cosine of the angle. The angle of attack for the more stable

shapes, such as the Discover, converge rapidly toward zero. If it is assumed

that the amplitude of the angle of attack envelope has decreased to + 15° when

Mach 1 has been reached, the maximum pressure increase over static will be

about four percent of the impact head. The average will, of course, be less.

To evaluate the magnitude of the velocity effect on the pressure measure-

ments, impact pressures were calculated at various altitudes for the best and

extreme I atmospheres, for entry angles of 90 ° and 15°, starting at about Mach

1 and continuing to impact. The results, as plotted in Figure 2.5.1, show that

the maximum total impact pressure head is less than one psi at terminal velocity,

which is reached soon after entry. The impact pressure is less than five per-

cent of static below 37KM for the best atmosphere and below 55KM for the

*Newell, Homer E. ,'High Altitude Rocket Research" Academic Press

New York - 1953
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extreme I atmosphere. Adding the uncertainty due to shape changes on the

velocity and port location errors to the angle of attack error gives a maximum

uncertainty of + 14 percent. With a total pressure head of 0.8 psi, the error

would be less than + 0.12 psi. At ambient pressures of 12 psi or greater, this

would be an error of less than one percent. As shown in Figure 2.5.1, this would

cover the major portion of the trajectory. Thus, the velocity effect on the pres-

sure indication can be neglected for the majority of the flight. No information

is needed on angle of attack, and the location of the pressure ports is not critical.

The length of time spent at high velocities is such a short part of the trajectory

that it does not seem worthwhile to provide special pressure instrumentation for

this period.

There are three basic methods which could be used to sample the ambient

gas pressure. Pressure ports could be located in the side of the vehicle, a

sample of gas could be caused to flow down a tube through the center of the

vehicle, or a boom with pressure ports in it could be erected after entry.

The least complex method would be to simply provide pressure ports in

the side of the vehicle with tubing leading to transducers inside the vehicle.

Such ports have been used and pressure measurements made even during the

peak ablating conditions on re-entry vehicles. Thus, this method could be used

regardless of whether or not the heat shield was dropped after entry. If the

shield were not dropped, the ports could extend through the shield. If it were

dropped, the ports in the liner would be protected by the heat shield until it is

dropped.

The methods used to provide pressure ports in the heat shields of re-entry

vehicles has varied with the shield material being used. For some materials,

a stack of thin graphite disks with a hole through the center was placed in the

shield. As the shield material ablated, successive disks flaked off, thus pre-

venting clogging of the pressure port and also keeping the edges of the port

square and otherwise maintaining its shape. Such a technique could serve to

maintain the shape of the port through the ablating period. Due to the high (of

the order of 200 or more psi) peak dynamic pressures, however, the transducers
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would have to be protected during the entry period by suitable valving to cut off

the pressure lines during this period. The pressure lines would be opened only

after the pressure had dropped to a low level after entry into the atmosphere.

One system would be to have the pressure lines sealed off by a solenoid-actuated

valve. Power to the solenoid circuit would be made available when the trans-

mitter is actuated by the g-switch, and power would be applied when a pressure

switch indicated that the pressure had dropped to a safe level. If the heat shield

is dropped, the shield could cover ports in the liner during entry, and expose

the ports only after the shield is removed.

If a passage is provided through the center of the vehicle or booms erected

to hold other instrumentation, pressure ports could be installed in these loca-

tions rather than in the vehicle's surface. Satisfactory measurements can be

made with ports in the surface, however, and the additional complexity of the

alternate methods is not justified by the pressure measurement requirements.

Since the impact pressure is a function of velocity, it is natural to con-

sider measuring the velocity by measuring the impact pre'ssure. Such a meas-

urement could serve as a back-up to the radar altimeter, if available, or, by

integration, could give altitude information if the impact time is known. Impact

pressures can be converted to velocity only if density is known. With known

density, the terminal velocity can be calculated without pressure information,

since the gravitational constant of Venus is known and the drag coefficient of

the capsule can be determined. A combination of wind-tunnel and drop tests

would give the drag coefficient of the capsule under all conditions, and would

provide sufficient information to convert density measurements to velocity,

without using the pressure information. It should be noted that obtaining the

necessary information would require an additional gage to measure the differential

pressure, since the pressure difference is much too small to be obtained by

taking the differences of other gages.
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2.5.2 Type of Transducers

The most severe environmental limitation governing the selection ofa

type of transducer is the deceleration experienced upon entry into the atmosphere

of Venus. The internal temperature rise will be the second most critical factor.

The ability to withstand other conditions, such as vibration on take--off, has been

demonstrated by a number of commercially available transducers.

For flight vehicles, the choice of transducer is generally limited (in the

pressure ranges under consideration) to the mechanical types, where the applied

pressure deflects a sensitive member, such as a capsule, a diaphragm, or a

conventional or a twisted Bourdon tube. The choice between the capsule or

diaphragm and the Bourdon tube types is generally made by the manufacturer

on the basis of range, with gages of a few hundred psi a full scale or less gen-

erally being of the capsule type, and the higher ranges being of the Bourdon tube

type.

In order to make a pressure measurement, the deflection of the sensitive

member must be determined. Pick-offs for this determination may be resistive

(potentiometer), resistive strain bridge (bonded or unbonded), capacitive, or

magnetic, including variable reluctance, differential transformer, etc.

Table 2.5.1 below gives a brief, order-of-magnitude, comparison of

average values of size, weight, and power for the various types of transducers.

TABLE 2.5.1

Type gage

Range (psia)

Size (in-3)

Weight (oz)

Power (watts) .03

Ruggedness (relative) worst

Note: All gages to have 5 volt output.

when required.

Potentiometer

up to 0-250

2

1

Potentiometer Strain Inductive

0-1000 all all

4 6 20

8 8 16

• 03 2 5

worst intermediate best

Figures include weight of amplifiers
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The values given for relative ruggedness are arbitrary and based on such con-

siderations as the fact that the variable reluctance types usually have the stiffest

sensing element and therefore the smallest deflection, and would be affected the

least by the entry decelerations. Applications of this type sensor to flight appli-

cations in the past has been limited by the need for a separate carrier supply

and demodulator-amplifier. These are now supplied as an integral part of the

sensor, and have an output suitable for telemetry systems. Strain gage types

would also be rugged for this application, but their low output would require

amplification before use.

Table 2.5.1 shows the potentiometer type to be best for all considerations

except relative ruggedness. This relatively lower rating is based on the fact

that the actuating element must move farther in the potentiometer type than in

the others, in order to move the wiper a detectable amount over the potentiometer.

These larger motions make the potentiometer more sensitive to the effects of

acceleration. However, since the gage need not operate during the peak decelera-

tion, suitable stops and supports could be provided to damage to the gage.

Another potential source of difficulty with the potentiometer type is their

need for bearings to support the moving members. During prolonged exposure

to vacuum, any lubrication in such bearings would be evaporated. This difficulty

may not be serious, since jeweled bearings are used by many vendors. Other

vendors, using flexure pivots in their gages, would not be troubled by exposure

to vacuum. The flexure pivot type would also be less susceptible to damage

during deceleration.

Another type of gage now reaching the market is the semi-conductor strain

type. The development of this gage is in too early a stage for evaluation, but

the advantages of the semi-conductor type in small size, high output, low power

consumption, and probable ruggedness means that this type should be carefully

evaluated at the time the capsule is designed.

A check was made on General Electric Company experience with gages

subjected to high accelerations. Extensive testing had been done on potentiometer
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type gagesoperating at 100g's for re-entry vehicles. An application was found

where a Wiancko gagehad beentested and calibrated at 240g's. Since the present

application requires only survival of the high g loading, with measurements made

at low g levels after entry, this data looks promising.

To check further, the engineering departments of the three well-known

vendors (PaceEng., Edcliff Instruments, and Giannini Controls) were contacted

and asked to express anopinion on the magnitude of the problem of designing a

transducer to withstand 800g's and then operate. All three indicated that such

a design was feasible andwithin the present state of the art.

Twowell-known manufacturers of variable reluctance type are Pace Engi-

neering Co., North Hollywood, California, and Daystron-Wiancko Engineering

Co., Pasadena,California. Strain types are madeby StathamInstruments, Inc.,

Los Angeles, California andby Consolidated Eleetrodynamics Corp., Monrovia,

California. Potentiometer types are madeby Giannini Controls, Inc., Duarte,

California.

A more complete listing of vendors andtypes of gagesmanufactured can

be found in the "Telemetry Transducer Handbook"Vol. II, compiled by the

ResearchDivision of Radiation Incorporated, Orlando, Florida under Contract

AF 33(616)-7466.

2.5.3 Transducer Ranges

The maximum predicted ambient pressure at zero altitude is less than

900 psia for the extreme I atmosphere. Since the impact velocity pressure is

less than one psia, the maximum range to be instrumented is effectively 900 psia.

The minimum range can be set by referring to Figure 2.5.1. It can be seen that,

for both the best and extreme I atmospheres, the impact pressure head is de-

creasing rapidly toward its terminal velocity value when the ambient pressure

is in the neighborhood of three psia. At higher altitudes, the measurement of

ambient pressures would have large errors due to velocity effects. It would

seem reasonable, therefore, to have a gage with a range of 0 to 10 psia as the
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most sensitive gage. The entire range could thenbe covered by three gages,

0 to 10psia, 0 to 100psia, and 0 to 1000psia. If greater accuracy is required

at someparticular pressure point, additional gagescould be included to increase

the sensitivity at the points of interest.

In order to estimate the time response required of the sensor, it is neces-

sary to knowthe rate of changeof pressure with time. At 30 KM, the pressure

changesabout 0. 001psia/ft at an ambient pressure of 30 psia. At a velocity of

300 ft/second, the pressure is then changingat the rate of one percent per second.

A transducer with a response time of one secondor less would be sufficiently

fast to follow this rate of change.
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2.6 TEMPERATURE MEASUREMENTS

Another flight objective is to determine the variation of the ambient tem-

perature of the atmosphere with altitude. The problems associated with this

measurement include the effects of velocity on the indicated temperature, the

determination of the optimum type of probe and its location, and the ranges of

transducers required to cover the estimated range of temperature. Each of

these problems is considered in detail in the following sections.

2.6.1 Velocity Effects

Just as the measurement of the static pressure of a gas is complicated by

pressure disturbances due to the relative motions, temperature measurements

are also affected by the motions. The gas in front of the vehicle is accelerated

to the vehicle's velocity, and raised in temperature when this increased kinetic

energy is converted to thermal energy.

As given by Eckert*, if there is relative motion between the sensor and

the gas stream, the total temperature of the gas accelerated to the sensor velocity

will be given by

where T T

T S

V

g

C
P

V 2

AT = TT-Ts - 2gC
P

= total temperature of the gas - OF

= static temperature of the gas - OF

= velocity - ft/sec

= proportionality constant - ft/sec 2

= specific heat of the gas - ft.-lb./lb. OF

For nitrogen at 200°F, Equation (1)reduces to

V 2
AT -

12,550

*Eckert, E. R. G., '_ntroduction to the Transfer of Heat and Mass,

Hill, 1950.

(1)

(2)

" McGraw-
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In general, any probe or vehicle placed in the gas stream will not recover

all of the kinetic energy of the movement as thermal energy. The probe will

reach an indicated temperature intermediate between the static and total tem-

perature. A recovery factor for a temperature sensing probe is defined by

or

where

T

Equation (3)

V 2

T- T S = r 2gC (3)
P

T - T S
r = (3a)

TT-T S

= temperature reached by probe

= recovery factor

For flat plates, the recovery factor was shown by Pohlhausen* to be related to

the square root of the Prandtl number. For specific types of probes, recovery

factors of better than 0.99 have been achieved.

In order to determine the magnitude of the temperature rise due to velocity,

the velocity as a function of altitude was determined for the best and extreme I

altitudes, and for entry angles of -90 ° and -15 ° , with results as shown in Figure

2.6.1. As can be seen, the velocity drops rapidly from about Mach 1 at the

upper end of the curves to sub-sonic values. Since the temperature rise depends

on the square of the velocity, the temperature rise changes even more rapidly

with altitude, as shown in Figure 2.6.2. Soon after the end of telemetry black-

out, at sub-sonic velocities, the difference between the static and total tempera-

tures drops below 20°F. In fact, for the major portion of any of the trajectories

considered, the temperature rise due to velocity effects is less than 10°F. If

the velocity of the vehicle and the recovery factor of the probe are known to any

reasonable degree, a correction for velocity can be computed to a good degree

of accuracy.

*See Eckert, loc. cit.
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2.6.2 Types of Transducers

There are three basic types of temperature sensors used for measurement

of temperature in flight vehicles. Sensors may be based on the variation of resis-

tance of a metallic conductor with temperature (resistance thermometer), varia-

tion of resistance of a semi-conductor (thermistor), or the generation of a voltage

at a junction of two dissimilar metals (thermocouple). It is recommended that

sensors for this application be either resistance thermometers or thermistors,

and that thermocouples not be used. The principal advantage of the thermocouple

is its small size and rapid response. Response time is not a critical parameter

for this application. Outweighing this advantage are the thermocouple's disad-

vantages of low output and the need to provide a reference cold end, since thermo-

couples can measure only temperature differences and not absolute temperatures.

The choice between a thermistor and a resistance thermometer is dictated

by the range of temperatures to be covered and the accuracy required of the

measurement. The variation of resistance of a resistance thermometer with

temperature is given by an equation of the form of Equation (4):

R = R (I +AT +BT 2) (4)
O

where R = resistance at temperature T

R = resistance at 0 °
o

A, B = coefficients depending on the material used

The coefficient B is usually small, and the linear term coefficient A predomin-

ates, so that the resistance varies nearly linearly with temperature over a wide

range. The resistance thermometer can thus be used over a wide range of tem-

peratures with nearly constant sensitivity. The resistance-temperature relation-

ship of a thermistor can be approximated by Equation (5).

(5)

IH-2-44



where R = resistance at temperature T

R = resistance at temperature T
O O

B = constant depending on the thermistor material

Thus, the resistance of the thermistor varies exponentially with temperature,

and the range over which it can be used is limited. In practice, the variation in

temperature coefficient with temperature, as well as the stability of thermistors,

limits their usual range of application to temperatures from around or slightly

below 0°C to 200°C maximum. The principal advantage of the thermistor is its

increase in sensitivity compared to the resistance thermometer. Most metals

used for resistance thermometers have temperature coefficients between 0.4 and

0.5%/°C, whereas the coefficient of a thermistor at room temperature is about

4%/°c.

There are several excellent sources for resistance thermometers, including

RdF Corp., Hudson, N.H., Rosemont Engineering Co., Minneapolis, Minn., and

Trans-Sonics, Inc., Lexington, Mass., as well as others. Sources of thermistors

are somewhat more limited, but, for temperature measurements, excellent quality

units can be obtained from Fenwall, Inc., Ashland, Mass., Gulton Industries,

Metuchen, N. J., and Victory Engineering Co., Union, N. J.

If the heat shield is dropped after entry, there are three possible locations

for the temperature sensor. The sensor may be located under a thin section of

an exposed part of the liner, in a tube leading from the front of the vehicle to the

back, with a free flow of gas, or in a boom erected at the side of the vehicle. If

the heat shield is not dropped, the sensor must be exposed to the ambient air by

either of the latter two methods.

Probes may be evaluated for use in this application on the basis of their

recovery factor. Recovery factors can range from zero to one, depending on the

basis of design of the probe. The simplest installation would be a sensor located

under the surface of the vehicle. Such a probe would have a recovery factor

between 0.7 and 0.9. The correct value for the particular configuration could be

established by wind tunnel tests. Assuming a 10°F impact temperature rise, an

uncertainty in recovery factor of + 0.1, and a velocity error of ten per cent, at
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a velocity of 400 ft/sec, results in a temperature error of less than 4°F. This

would be a maximum and would rapidly drop to less than l°F at 200 ftJsec.

The most accurate measurement of ambient temperature from aboard a

moving vehicle can be made by means of a vortex thermometer. As first

described by Vonnegut*, the vortex thermometer has a recovery factor of zero,

and measures the ambient temperature directly, with no velocity effect. The

operation of the vortex thermometer is based on the Hilsch tube effect except

that, instead of separate hot and cold gas streams emerging from the device,

the hot and cold gases are mixed in the correct proportions to just cancel the

impact heating effects, and the sensing element indicates the ambient air tem-

perature directly. Although no theory of operation of the vortex thermometer

has been developed, extensive investigations have been conducted on empirically

designed models. Ruskin** reports on careful tests of the NRL axial flow ther-

mometer mounted on a whirling arm. For speeds of up to 500 mph, the speed

compensation error did not exceed 0. l°C. Other designs, similar to the tan-

gential model of Vonnegut's, have also been designed and tested. Flight tests

on the NRL and Armour Research designs shoW*** errors from 2 to 5°C for the

NRL design, constant to about M = 0.7, then increasing, and larger errors,

increasing with velocity, for the Armour design. A vortex tube can be designed

to read static temperature with a minimum correction for velocity at a given

ambient density (altitude). Knowledge of vehicle trajectories thus would permit

proper design for the density regime at which the vehicle attains a velocity sig-

nificantly less than sonic. It appears that a properly designed vortex probe can

read static temperatures correct to about I°C. Independent velocity measure-

ments, combined with calibration of the vortex probe (as installed on the vehicle,

would permit determining correction factors, so that temperature could be cal-

culated to about 0. l°C.

*Vonnegnt, B., "Vortex Thermometer for Measuring True Air Temperatures

and True Air Speeds in Flight," Review of Scientific Instruments, V. 21, No. 1,

February, 1950, p. 136.
**Ruskin, Schecter, Dinger, and Merrill, "Development of the NRL Axial-Flow

Vortex Thermometer, " NRL Report 4008, September 4, 1952.

***Cochran, Roy J., "Flight Tests of Two Experimental Vortex True Free Air Tem-

perature Systems, " Technical Note WCF-54-9, WADC, ARDC.
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Vortex thermometer probes are made by the Bendix Aviation Corporation,

Friez Instrument Division, as part number V-1331245. This instrument is

based on the NRL design and is 1 3/8" dia.x 6" long.

The alternative to designing a probe with a zero recovery factor is to

design one with a known recovery factor and compensating for velocity effects.

Many such probes have been developed for wind tunnel testing and there are many

references in the literature to total temperature probes, sonic-flow probes, etc.

Most of these were designed for use with thermocouples, however, and would

require re-design for use with resistance thermometers or thermistors. The

Rosemont Engineering Company, Minneapolis, Minnesota, manufactures a flight

test total temperature probe using a resistance thermometer as a sensing element.

Their bulletin 7597 describes the characteristics of the probe and indicates a

recovery factor of 0.98 for sub-sonic conditions. Among others manufacturing

total temperature probes are the Giannini Controls Company whose probe also

has a recovery factor of 0.98 and a resistance type sensing element and Aero

Research. The data available on the Rosemount probe is more extensive than

that on the others, however.

The total temperature probe would have errors due to the uncertainty in

recovery factor and velocity. Assuming that its recovery factor is known to

within + 10 per cent, the error would be less than 3°F at 400 f_sec and less than

l°F at 200 ftJsec. Most of this error is due to uncertainty in velocity.

Since the impact temperature rise is a function of velocity, it is natural to

consider using temperature difference to measure velocity. Solving Equation (1)

for velocity yields

V = 2gCp _/T T- T S

= 112 _-_-T-

differentiating

dV 112

d(AT)

1122

2V

ft/second
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The error in velocity for a given temperature error can then be obtained

by multiplying the derivative by the temperature error

dV 1122
VE = d(5 T) (STE) - 2V 5 T E

when V E = velocity error

T E = temperature difference error

Velocity errors for various assumed values of temperature rise errors are

plotted in Figure 2.6.3. As shown by this curve, the errors in velocity due to

small errors in temperature difference are excessive below 400 ft per second,

and it is concluded that this is not a feasible method of measuring velocity for

this application.

2.6.3 Ranges

The predicted range of temperatures for altitudes from 0 to 80 KM is

from 150 to 750 K. Temperatures at higher altitudes cannot be measured because

of dynamic heating effects and telemetry blackout.

Temperatures over this range of values can readily be measured by means

of resistance thermometers. An accuracy of + 1 per cent ( + 5°C) can be obtained

readily. To give some margin on the predicted range, the resistance thermometer

should be adjusted to cover from 100 to 800K. For greater accuracy, a more

limited range sensor should be included, with its range adjusted for greatest sen-

sitivity at the temperature predicted for about 40KM, where the velocity has

become sub-sonic, and telemetry contact has been established. For the best

atmospheric model, the temperature at this altitude is about 250K. Thermistors

have shown excellent stability and high output at this temperature. Therefore, a

second temperature detector should be included, using a thermistor and associated

resistors to cover the range from 250K to 350K. Assuming an accuracy of + 1 per

cent, the temperatures can then be measured to + l°C.
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2.6.4 Weight, Volume_ Power Requirements

The temperature sensors are very simple devices, consisting primarily

of the sensing element itself (thermistor resistance wire}, a loaa resistor, and

the bias power supply. For the case of the thermistor, a total weight of one

ounce, a volume of 1/2 cubic inch, and a power requirement of 1/2 watt seem

appropriate. For the case of resistance wires, an amplifier will be required,

adding about two ounces and two watts. This amplifier could, of course, be

time-shared among several temperature sensors.
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2.7 DENSITY

Conventionally, density is determined by weighing a sample of known

volume, and computing the density from the weight and volume information.

Such methods cannot be applied in a falling vehicle, and other methods must be

employed.

The most promising method of measuring the density of the atmosphere is

to employ some form of radio-active gaging. Devices of this type would not be

subject to any acceleration, oscillation, or, except for changes in sensitivity of

the detector, any temperature effects.

Three types of sources can be used for radio-active gaging: alphas, betas

or gammas. The advantages and limitations of each will be compared in the

following sections. Each of the three methods can employ either direct absorption

techniques, or back-scattering techniques. Comparing the two, the back-

scattering methods have the advantage of measuring in the gas stream flowing

by the vehicle, with a minimum disturbance to the gas being measured. This

assumes that the source and detector can be mounted in the skin of the vehicle,

and that the absorption of the skin will not be so high as to mask the measurement.

Back-scattering has the additional advantage that the count rate is zero for zero

density, and increasing count rate indicates increasing density. Absorption

techniques, on the other hand, start with a high count rate at zero density, and

decrease with increasing density. This means that the information on density is

obtained by subtracting a reading from an originally high count rate.

The absorption technique requires the gas to pass between the source and

the detector. The best method of doing this would be to erect the source on a

boom outside of the vehicle. This would cause a minimum disturbance to the gas.

If this is not feasible, a gas sample would have to be drawn into a chamber within

the vehicle. Care would have to be taken to insure that the gas density was not

changed by the possible temperature and pressure changes involved in bringing

a gas sample within the vehicle.
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One advantageof the absorption techniques is that the required source

strength would be much less than for the backscattering methods. Calculations

have shown, however, that the backscattering required source strength is not

prohibitive.

2.7.1 Alpha Particles

2.7.1.1 Alpha Attenuation

Experimental set up: An ionization chamber which has its interior walls

coated with an alpha emitter.

Advantages:

dE
1. The value of _ for _ - particles in a gas is high.

2. An ionization chamber, whose current is a function of density, can

be made quite small.

3. The output signal from the ionization chamber increases with

increasing density.

4. Ionization chambers can stand high temperatures quite well.

(i.e. temps to 600°K).

5. The output is analog in nature.

Disadvantages:

1. A high voltage supply is needed to collect ions.

2. A stable D.C. current amplifier is needed.
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2.7.1.2 Alpha Backscattering

Experimental Set up: Collimated source and detector, both on vehicle

surface:

Advantages:

I. The source and detector can be located on skin of vehicle, thus

measuring essentially undistrubed conditions.

2. Solid state detectors may be used. (Molechem, Inc., Princeton,

N.J.)

Disadvantages:

1. A very good amplification system is needed for solid state detectors.

2. Detector is temperature sensitive, and must be cooled or insulated

from the gas stream if the temp is high.

3. Thermal insulation will absorb the _- particles, hence detector

must be exposed to ambient temperatures.

2.7.2 Beta Particles

2.7.2.1 Beta Attenuation

Experimental Set up: Beta source and scintillation detector:

Advantages:

1. Source has an energy distribution which is continuous (up to some

maximum value).

2. The stopping power in CO 2 - N 2 mixtures does not vary much with

composition.

3. B particles will penetrate modest amounts of thermal insulation,

if need be.
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4. B particles are readily detected in a scintillation crystal.

5. Output signal is in pulse-rate form.

Disadvantages

1. A High Voltage power supply is needed for the photomultiplier

(Note however, that such supplies have been designed so that they

are mounted right at the photomultiplier socket, and the entire

assembly is potted. In addition, it may be feasible to replace the

photomultiplier with a solid state light detector, even though the

sensitivity of this is less than that of the photomultiplier tube.)

2. Thermal insulation of detector-scintillator assembly is required

to limit the temperature rise to no more than 10°C per hour.

3. NaI (T1) crystals may not withstand high temperature standard

ones will not operate above 71°C (letter from J. G. Bellian).

Special crystals will operate to 150°C ('Phone conversation with

C. A. Ziegler, Parametrics, Inc.)

4. Phototube gain changes with temperature, decreasing about 0.15%

per degree rise in temperature. (Letter from J. G. Bellian)

between 20°C and 150°C.

2.7.3 Gamma and X-Rays

2.7.3.1 _ Backscattering (using a scintillation crystal detector).

Advantages

1. The source and detector may be mounted on the skin of the vehicle

so that the gas is essentially undisturbed while measurements are

being taken on it.

Ref: Letter from J. G. Bellian, Technical Sales, Crystal-solid State Division,

Harshaw Chemical Co.
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2. _/- rays are penetrating, and so the detector may be thermally

shielded, if necessary, and yet the _- rays will easily penetrate

the shielding. (e. g., . 032" Aluminimum will stop only about 5_

of incident 70 Kev _- rays. )

3. Output signal is in pulse-rate form.

Disadvantages

1. A high voltage power supply is needed. (See notes under Beta

Attenuation).

2. Thermal insulation of the detector is necessary (see previous

section}.

3. Nal (TI) crystals may not withstand high temperatures while

working. (See previous section).

4. The phototube changes gain with temperature. (See previous

section. )

2.7.3.2 X-Ray Absorption Techniques

One of the X-ray absorption techniques considered in detail used Fe55 as

the source. The calculations were based on a report by Mullaney* of the use of

such a method to determine flame temperatures. Fe55 emits radiation with an

energy of about 6 KEV. Using the conventional absorption equation given in (i}

below:

I I A D= e (1)
o 4_d 2

*Mullaney, George J. "Temperature Determination in Flames Using a Radio-

Active Source of X-Rays," General Electric Report No. 56-RL-1494 February 1956.
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where I = source intensity
O

A
- geometrical factors

4rT d 2

1 = path length

and assuming a path length of 15 cm, an absorption coefficient _ of 18 for nitrogen,
D

a sensitivity relatiDnship with altitude as shown in Figure 2.7.1 was obtained.

This figure shows that adequate sensitivity can be obtained by the method, but

several problems are anticipated. One is that of obtaining a representative

sample and another is to obtain a detector with adequate sensitivity. The

radiation proposed is of low energy level, and any detector must have a thin

window_ with an absorption less than that of the gas. Geiger-Muller tubes with

very thin windows might be used, but would have to be specially designed to

withstand the entry decelerations.

2.7.4 Summary

Examining the 6 basic schemes of density determination considered, two

look significantly more attractive than the others, and these are gamma back-

scattering, and beta attenuation.

The gamma backscattering technique has been exhaustively discussed in a

report by the Giannini Controls Corp. (GSDP-23a; 16 May 1962). The device,

as suggested by them, was designed for Mariner, and would have one serious

difficulty if applied to the "Venus Entry Capsule." The problem centers around

the thermal requirements of the scintillator-detector combination, as cited in

the previous sections. It appears that since gamma radiation in the 70 KEV range

is reasonably penetrating (five per cent absorption in 2ram.of plastic or in lmm.

aluminum) it is practical to thermally insulate the detector. Giannini (loc. cit)

indicates a weight of 1 1/2 pounds for their entire system, but this might be some-

what larger in the present case, due to the thermal insulation requirements.
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Beta attenuation appears quite practical if one considers either a "tube"

or open structure for the entry capsule (after the shedding of the heat shield)

since in this case one could easily have a 25 cm.or so distance between source

and detector. Parametrics has established the feasibility of density measurements

using beta attenuation. (C. A. Ziegler, Parametrics, Inc., Waltham, Mass.).

The limit again will be the thermal requirements on the scintillation

detector. Thermal insulation is easier in this case than in the previous one

from the viewpoint that the detector can be located inside the capsule, rather

than near the surface. On the other hand, Beta particles are not very penetrating

and one cannot use a window thickness of more than 20 n_cm_ of Aluminum

(about lmm thickness) as thermal insulationbetween gas and scintillator.
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2.8 CARBON DIOXIDE DENSITY MEASUREMENTS

The density of CO 2 in the Venutian atmosphere may be measured in several

ways, but only two specific techniques will be considered here: thermal con-

ductivity and infrared optical absorption.

2.8.1 Thermal Conductivity

The principle of the method is that heat is conducted away from a hot body,

situated in a gas, at a rate depending upon the nature of the gas; other factors

being constant. Sensors based upon this property are known as thermal con-

ductivity cells or katharometers. A katharometer of the usual construction

contains either metallic wires (preferably having a high temperature coefficient

of resistance) or thermistors mounted in an enclosure containing the gas. Since

absolute measurements of thermal conductivity are difficult, a differential

procedure is usually employed. Two gas enclosures and detectors (e.g.

thermistors) are constructed as nearly identical as possible. One enclosure

contains a reference gas, and the other contains the gas whose conductivity is to

be compared to that of the sample. The two different conductivities of the gas

samples will cause the thermal elements in the enclosures to be at different

temperatures and thus at different resistances. The resistances are compared

or measured; generally in a bridge circuit.

The katharometer is simple to construct and can be made small, of the

order of one cubic inch; light weight, of the order of two ounces; and rugged.

In order to obtain useful results, however, certain precautions need be taken

to minimize and correct for asymmetry effects, and to obtain calibration curves.

Some of the more important asymmetry effects in differential katharometers are:

1° The symmetry of construction of a double enclosure katharometer

cannot be relied upon to produce symmetrical output with varying

wall temperatures. Typical results* from two precisely-constructed

*A.I.M. Keulemans, "Gas Chromatography," New York, Reinhold Pub. Co., 1959.
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double enclosure katharometers containing the same gas showed

asymmetrical outputs varying from 0. 016 millivolts per degree

C to 0.02 millivolts per degree C over a range of + 5°C about a

balance wall temperature of 25°C. Another pair of cells varied

about half this much when balanced at 120°C wall temperature.

2. The output may vary with change in detector operating current.

Typical results show a change of 0. 013 mv per ma of filament

current after the bridge had been balanced at 200 ma. Another

double cell varied about half that much.

The output varies with rate of flow of sample gas. This is not an asymmetrical

effect. While the thermal conductivity of a gas varies with gas composition, in

general, the thermal conductivity of a mixture of gases is not a linear function of

composition.

It is customary to calibrate each katharometer rather than to rely upon

known construction dimensions and calculated responsivity. Because the environ-

mental conditions are not known in the Venutian atmosphere, the katharometer

must be exhaustively calibrated for all expected ranges of parameters before it is

sent out. In addition to telemetering katharometer output, the wall temperature

and sample gas pressure must be telemetered. Then the CO 2 density is computed

assuming that only CO 2 and N 2 make up the Venutian atmosphere.

Since the pressure in the sample chamber will be that of the Venutian

atmosphere, there will be only a small portion of the entry time during which

the sample chamber and sealed reference chamber will be approximately at the

same temperature and pressure. It is during this time that the conductivity

measurements will benefit from differential operation. At other times, and

therefore pressures, the benefits of differential measurement will be marginal

or lost altogether.
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2.8.2 .Optical Absorption

Many factors place restrictions upon the accuracy of infrared transmission

predicted by theoretical or empirical models. Diffraction of light by the

experimental apparatus is one of the inherent limitations of usual spectroscopic

techniques that present difficulties to the inference of the very fine structure of

absorption bands from spectra measured in the laboratory; especially for bands

composed of a large number of randomly overlapping spectral lines of randomly

sized amplitudes. If the precise position, shape and total intensity of each

individual line could be known, and if the exact temperature, pressure, and

density of the major absorbing species could be known at all points in an atmosphere,

then the optical transmission over a specified path could, in principle, be

predicted to any desired degree of accuracy. Such an evaluation represents a

formidable task, even for a high speed computer. However, the engineering

problem of computing the amount of CO 2 in remote gas sample requires a more

practical method.

2.8.2.1 Line-Of-Sight Transmission

In the present case the remote gas sample is the Venutian atmosphere.

While the amount of CO 2 is to be found accurately, the instrument to do this need

not necessarily measure spectra with a high degree of resolution. In this case,

simplifying assumptions are made so that a general expression for the concentration

may be formulated as a function of frequency, pressure, temperature and transmission.

The formula must be a simple form or else vast computational labor is needed.

The greatest drawback is that even if an empirical formula fits laboratory data

accurately, there is no assurance that it will apply to long path lengths of varying

pressures and temperatures. Lastly, there is no guarantee that the capsule will

enter from the sunlit side. For these reasons, the line-of-sight transmission

measurements are not as promising as the absorption cell measurements.
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2.8.2.2 Absorption Cell Operation

In an optical absorption cell, a light source and a light detector are

separated by a volume filled with the gas whose optical transmission is to be

measured. The transmission is a function of carbon dioxide content, composition,

light wavelength, pressure, and temperature. If all quantities but one are

known, the unknown may be determined from the calibration curves.

This instrument is to operate after the entry capsule becomes subsonic,

and continue to operate, ideally, to impact. Table 2.8.1 shows the partial

pressure of CO 2 for the various per cent compositions and cases.

Altitude Pressure Tempera- CO 2 Partial Pressureo
Case (kin} atm ture- K (atm)

2.5% 10%

Extreme I 0 56 750 1.4 5.6 14

Extreme I 46 3.7 35 0 .09 .37 .9

Extreme I 60* 0.4 250 .01 .04 .1

Best 0 16 600 .4 1.6 4

Best 28 2.5 350 .06 .25 .6

Best 45* 0.36 230 .009 .036 .09

Extreme II 0 6 500 .15 .6 1.5

Extreme H 16 2.3 350 .058 .23 .58

Extreme II 30* .48 250 .012 .048 .12

Table 2.8.1

The partial pressure of CO 2 is shown for the various compositions and

cases. The altitudes marked with * are those at which the entry capsule becomes

subsonic.

The mixing ratio is assumed to be constant at all altitudes at which measure-

ments will be made. Therefore, one measurement of the transmission will be

sufficient to enable the per cent CO 2 to be computed. Several measurements

will be redundant, but useful as checks. The capsule may not survive to reach

the planetVs surface because of the temperature, so it is most important to obtain
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measurements in the moderate temperature range 250°K_350°Ksoon after the
-1

capsulebecomes subsonic. Figure 2.8.1 shows the transmission of _ = 675 cm.
-1

as a function of path length and pressure. The filter is assumed to be 50 cm°

wide and to have unity response. The data for the solid curves were taken from

Stull, Wyatt, and Plass*.

The dashed curves are extrapolations. These data are calculated for 300°K.

Thus, the true curves for the temperature range of 250°K to 350°K will be similar.

It is seen that if the physical path length of the absorption cell is 10 cm., then the

locus of the points representing any given case between the Extreme I & II and

any given partial pressure from 2.5 per cent to 25 per cent will lie partially in

the transmission region of 0.4 to 0.6. In particular, for the Best Case with ten

per cent partial pressure of CO 2, the transmission varies from 0.8 at 45 km

altitude to_ 0.3 at 28 km altitude. On the basis of this set of curves, then, the

absorption cell will be made 10 cm.long.

The "Absorption Cell" will be part of the vehicle structure; The interior

of the cell wall will be black anodized to prevent reflections. Alternatively, the

interior will be coated with a low-reflectance paint as recommended by Hillery &

Ramsey**.

The filter will be a reasonably broad one to cover the wave numbers from

-1 -1
about 650 cm. to 700 cm. The detector will be either a thermocouple or a

thermistor; depending upon other circuiting in the capsule. This cylindrical type

of construction is well-suited to withstand high linear accelerations, especially

parallel to the axis of symmetry.

The calibration of the completed sensor consists of measuring the trans-

mission of gas samples of known composition of N 2 and CO 2. In essence, a series

*Stull, V.R., Wyatt, P.J., and Plass, G.N., AFCRL- 62-210 (11} (Dec. 1961)

**D. Hillery and W. Ramsey, Satellite Meteorology Section - U.S. Weather Bureau,

Suitland, Md.

IIi-2 -65



of families of curves such as the family shownin Figure 2.8.1 are constructed

experimentally for various temperatures. The range of variables shouldbe as

follows:

Temperature: 200°K to 400°K.

Total Pressure: 0.1 atm. to 50 atm.

%CO2: 1%to 30%

These ranges are adequateto cover the expectedvariations and to extend some-

what beyond.

In operation, the following data are needed: 1) optical transmission,

2) gas temperature, 3) gas total pressure. During or after entry, by referring

to the family of calibration curves for the appropriate temperature, the path

length, in atm-cm, may be found corresponding to the measured total pressure

and transmission. Division by the length of the absorption cell yields the

desired partial pressure of CO2.

2.8.2.3 Weight & Power

A typical unit would consist of a source of infrared - typically a 1 mm.

diameter wire heated to about 800°K - and two detectors at different distances

from the source. In addition four lenses (or mirrors) and two filters would be

needed. Total weight would be about 1/2 pound, and power requirements would

be about 2w.
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2.9 MOLECULAR SCATTERING

One technique considered early in the study to determine density as a func-

tion of altitude was the attenuation of solar radiation due to molecular scattering.

The application of this technique to the Venus entry capsule seems to be brought

with serious obstacles, particularly the low probability of seeing the sun during

the entry time, the difficulty of determining the solar elevation angle as a func-

tion of capsule location, and the possibility of cloud obscuration of the sun, and

hence, it is not recommended for the present capsule.

The results of the study of molecular scattering as applied to the atmos-

pheres of Mars and Venus are presented here both for possible utilization on

the former planet, and also to indicate the overall possibilities of this technique.

It should be noted this research was primarily supported by funds supplied

under the Independent Research and Development Program.

2.9.1 Introduction

With the prospects of probIng the atmospheres of Mars and Venus it be-

comes desirable to determine the optical thickness of those atmospheres, and

its dependence on wavelength of incident solar radiation, altitude above the

surface of the planet, and composition of the atmosphere itself. Once the optical

thickness is determined, a first approximation to the absolute intensity of both

the direct and scattered solar radiation as a function of altitude above the plan-

etary surface, as well as distribution of the scattered radiation in the atmosphere,

can be obtained from available tables (2}*. These tables are based on the exact

theory of scattering in a molecular atmosphere, as developed by Chandrasekhar (1).

Refinement of the approximation can be made by taking atmospheric aerosol

scattering into account by a method similar to that suggested by Sekera (13), in

which the molecular optical thickness is increased appropriately to account in

some measure for the aerosol effects.

*Numbers in parentheses denote references listed at the end of this report.
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The following discussion deals with the optical thickness for Rayleigh (mo-

lecular) scattering only. Molecular scattering must be a major part of the

radiative transfer problem in any real planetary atmosphere.

Becauseof the still largely unknowncharacter of the atmospheres of Mars

and Venus a number of atmospheric models have beenused for the determinations

of optical thickness. The variations of the parameters havebeen chosensuf-

ficiently large to show the ranges likely to exist.

2.9.2 Method

The equation of radiative transfer in an attenuating medium takes the form

/

d E)` = EolK A.dS (i)

where Eo)' is the energy of monochromatic radiation of wavelength )` incident on,

and E), that emerging from, an elemental cylindrical volume of unit cross sec-

tional area normal to the direction of propagation and of length dS taken along

the direction of propagation. K ), is the volume attenuation coefficient applicable

to the material in the volume. In general, attenuation may be due to both true

absorption and scattering of the radiation. Fortunately, for certain spectral

regions and certain gases the absorption is negligible compared to scattering,

so that the problem can be simplified. For atmospheres composed of nitrogen,

oxygen, carbon dioxide, and argon the region of negligible absorption extends

from the near ultraviolet through the visible to the near infrared. Within that

region, K )` can be replaced by the volume scattering coefficient, 8),, in Equa-

tion (1), giving

dE l = Eo) ' 8),dS . (2)

I__rd Rayleigh (15) showed that for a gas of refractive index n the coef-

ficient _)` is

3
32 rT (n-l) 2

6),- 3 )4 N ' (3)
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N being the total number of scattering particles per unit volume of the medium. *

For a given mass density o of gas

N A
N - , (4)

M

where NA is Avagadro's number and M is molecular weight of the gas. For a

mixture consisting of k different gases Equation (4) applies to the i th component

of the mixture, and the total number density is obtained by summing over the k

component gases. Then the volume scattering coefficient for the mixture takes

the final form

3 k
32 _ _ (ni - 1)2

_X- 3 X4 N. ' (5)
I

i=1

where n. and N. are the i th gas. This procedure is valid under the assumption
1 1

that the molecules are widely spaced in comparison to their size, a condition

which is well realized in the planetary atmospheres under consideration. The

depolarization factor, arising because of the nonisotropic character of molecules,

has been neglected in the foregoing discussion and in the computations. The error

introduced thereby, being of the order of a few per cent, is probably of negligible

significance in comparison to other uncertainties in planetary atmospheres. A

complete discussion of the depolarization effect is given by Partington (10).

Data on refractivity of the various gases were taken from International

Critical Tables (9). The wavelength dependence was determined by the relation

9

(n - i) 106 = , B

(u - X-2)

*This form is chosen in place of the more commonly used expression

8 r_3 (n2-1) 2

B)_-3 )t4 N

in order that these computations will be comparable with those of Deirmendjian (3)

for the Earth's atmosphere. The two forms are of equivalent accuracy.
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B;2for nitrogen and carbon dioxide, and by (n-l) 10 6 = A + + for argon and

oxygen. Values of the constants, for the gas at STP and wavelength in microns,

are given in Table 2.9.1.

Table 2.9.1. Values of Constants Used for Determining Dispersion for

Atmospheric Gases at STP and Wavelength in Microns

! !

Constant A B C _

Gas

Nitrogen m -- -- 55939 189.94

Carbon Dioxide _ _ _ 69049 156.63

Argon 277. 826 1. 558 0 m

Oxygen 269.74 0. 372 0. 126 --

There is no agreement among various experimenters as to the effects of

pressure and temperature on refractivity, except, of course, through their

influence on gas density. The experimental results, well summarized by

Partington (10), indicate that over the range of pressures and temperatures

likely to be encountered in planetary atmospheres the refractivity is, within

experimental error, directly proportional to the density. Consequently no other

corrections are applied here for atmospheric pressure or temperature effects.

Because of density variations, B_, is dependent on time and position in a

planetary atmosphere, as well as on atmospheric composition. However, the

time variations of density at a given altitude are relatively small, at least in the

Earth's atmosphere, compared to spatial variations existing at any one time.

Deirmendjian (3) studied the seasonal changes of optical thickness for a wave-

length of 5200 _ at two locations in the United States and found that the seasonal

effect varies from only about one per cent at the ground to a maximum of four

per cent to six per cent at eight kilometers. From meteorological considerations,

the shorter period variations should be of comparable magnitude, as should also

the variations in the horizontal direction. Contrasted to these relatively minor

variations is the approximately exponential variation of density in the vertical

direction. Typically, a six per cent change of density occurs in only 600 meters

change of altitude in the Earth's atmosphere. In view of these facts, it is
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sufficient for present purposes to consider density being a function of altitude

only, the vertical density profile being determined for a number of different

atmospheric models.

The flexibility inherent in Equation (5) for taking into account changes of

composition is utilized in the present case for studying the scattering by different

atmospheric models, a procedure necessitated by the still largely unknown

atmospheric compositions existing on Mars and Venus. Hopefully vertical varia-

tions of the relative abundances of the constituents will be small so that the

computed variations of optical thickness for the appropriate model will approx-

imate reality.

Once the volume scattering coefficient is determined, as a function of

wavelength and altitude, determination of the optical thickness is a simple matter.

The normal optical thickness of the atmosphere between a point at height z and

the effective top of the atmosphere is defined by the relation

(k, z) = /- B (k, z) dz. (6)

Z

Qualitatively, _ is strongly dependent on altitude, because of the exponential

change of density with altitude, and is strongly dependent on wavelength, because

of the well-known negative-fourth-power wavelength dependence of Rayleigh

scattering. Numerical values of _, given in some detail in the following section,

typically range between 1.0 and 0.01 for wavelengths between 0.30U and 1.0U

at sea level in the Earth's atmosphere. As will be seen below, values of

at the Martian surface will be considerably smaller, and at the surface of Venus

considerably larger, than they are at the EarthVs surface for equivalent wave-

lengths.
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In order to carry out the integration for the different models, the volume

scattering coefficient was put into the form

(X, z) 32 3 2 M 2 [ (C2N)co2 (C2N)N2 (C2N)A- 3 _4 m + +

P T

(C2N)o2 ] z s+ P T (7)
S Z

where m is the unit of molecular weight (reciprocal of Avagadro's number), P

is pressure, T is temperature, and the subscripts x and z refer respectively,

to standard conditions and conditions at height z in the atmosphere. The follow-

ing relations are easily shown (see Appendix A) to hold for the cases indicated:

[ (- R,--_To) )] (isothermal case) (8)Pz = Poexp (z-z °

p = p
Z 0 tT +yz_/

0

T
0

(non-isothermal case) (9)

Here P , T , and z all refer to conditions at an arbitrary reference level,
O O O

usually chosen as either the planetary surface or a level at which there is a

change of lapse rate, V. The height z is, of course, taken with respect to that

reference level. M is the effective molecular weight of the gaseous mixture, R*

is the universal gas constant, and g is the acceleration of gravity. On sub-

stituting Equation (9) into Equation (6) and integrating for the layer between z
o

and z over which the lapse rate is considered constant, one obtains the increment
1

of optical thickness

p + z

A _z , z (¥ _ 0) = K1 _ _M° . (10)
o 1 o - R*T

O Z
O
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4

K1 32 rT3 T s M23 ;4 m2 _ (C 2 (11)- _s N)i '
i=l

where the summation is taken over the four gases considered. Obviously Equa-

tion (10) can be applied to as many layers as necessary to approximate any

desired temperature structure.

For present purposes the atmospheric composition is considered to be

independent of altitude, for which case one obtains the normal optical thickness

in the final form

3 N 2 M 2 c2f_"(_,,z) - 32 _ o m pd z. (12)

3 _4 Do
Z

Here M and C are the effective molecular weight and refractivity, respectively,

for the mixture.

2.9.3 Atmospheric Models

The atmospheric models selected for Mars and Venus are summarized in

Table 2.9.2. They are based on the latest information available, but the observa-

tional data from which they are derived are still very sparse, and opinions vary

widely among different authors. They should be taken as only tentative estimates

of actual conditions.

The models consist of the gaseous composition and the vertical structure

of the atmosphere, both of which are included in Table 2.9.2. The arbitrary

model numbers listed in the second column are used only for convenience. The

composition for Models M1 and M2 corresponds to that suggested by deVaucouleurs

(17). The total mass per unit area was estimated from the light-scattering
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properties under the assumption that a given mass of the Martian atmosphere

scatters light just as does the same mass of the cloudless Earth's atmosphere.

The validity of this assumption is unknown but the wavelengths used in the de-

termination were confined to _, > 5000 _, in which case multiple scattering effects

are minimized. The relative concentrations of large particles are perhaps not

too different in general, but the data are still sparse for Mars. By this method

deVaucouleurs obtained a surface pressure value of 85 mb, with a probable

error of four rob. He considers it unlikely that the actual pressure is different

from this by more than + 40 per cent.

The composition of the Martian atmosphere is still uncertain and estimates

are based mostly on indirect evidence. A full discussion of the problem can be

found in deVaucouleurs (16). The vertical temperature profiles used are mainly

based on conjecture, tempered by comparisons with the Earth's atmosphere.

The existence of a stratosphere is by no means certain, being predicated on the

assumption that the radiative role of water vapor in the Earth's atmosphere is

played by carbon dioxide in the Martian atmosphere. If a stratosphere exists

then a tropopause must exist. Estimates of the height of the tropopause range

from three km to 45 kin, depending on the atmospheric composition and govern-

Lug processes assumed.

As a first approximation to the vertical structure, an isothermal atmos-

phere was assumed, the temperature being 223°K (Model M1). This would tend

to overestimate surface density and underestimate density at high levels, thereby

producing somewhat distorted profiles of volume scattering coefficient and optical

thickness. The temperature profile of Model M2 is probably a more realistic

one. It is the result of assuming convective equilibrium up to a tropopause height

of 24 km, and isothermal conditions above that level. For a surface temperature

of 273°K this makes the stratospheric temperature 183°K, in rough agreement

with 173°K obtained by Hess (4) for radiative equilibrium. Obviously the possi-

bility of large influences by trace gases in the upper atmosphere, such as the

effects of ozone in the Earth's atmosphere, have been neglected.
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Table 2.9.2. Composition and Vertical Structure of Planetary Atmospheric

Models used in the Present Study

Planet Model
Number

Mars M1

Mars M2

Venus Vl

V2

V3

V4

Composition

(% by Volume)

N 2 02 CO 2 A

93.8 2.2 4

93.8 2.2 4

8O. 0 0 2O. 0 0

90.0

90.0

90.0

0 9.0 1.0

0 9.0 1.0

0 9.0 1.0

Vertical Structure

Lapse Rate between
Altitude Temp. Pressure

Indicated Levels

km OK ATM. (l_d)-°'"'km

0

0

24

r o

48

P
0

18.8

42.9

113.0

• 0

36.5

60.5

110.0

I 122

133

144

178

2OO

P
0

7.1
d

31.2

41.2

223

273

183

-2
8.39 x 10

8.39 x l0 -2

-2
2.11 x 10

0-100 kin: 0

0- 24 kin:-3.75

24-100 km: 0

600

240

600

440

235

207

750

440

235

260

310

370

450

750

943

5O0

440

235

150

2

4.03 x 10 -2

16.6

5.5

0.59

-5
3.91 x 10

54.0

8.07

• 873

-3
2. 037 x 10

5. 673 x 10 -4

-4
2. 125 x 10

-5
9. 405 x 10

-5
1. 629 x 10

-6
7. 393 x 10

6.3

3.97

0- 48:

48-200:

0-18.8:

18.8-42.9 :

42.9-113 :

113- - :

0-36.5:

36.5-60.5:

60.5-110 :

110-122:

122-133 :

133-144:

144-178 :

178-200:

• 426

-2
8.63 x 10

-7.50 }

-8.5

-8.5

-0.4

+3.0

-8.49

-8.54

+0. 505

+4.17

+5.45

+7.27

+8.82

+8.77 i
.9

0-7.1: -8.45"

7.1-31.2:-8.51

31.2-41.2:-8.50

41.2- - : 0
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The models for Venus are composites derived by various lines of reason-

ing. Because of the extremely meager available data, they are biased by condi-

tions in the Earth's atmosphere. For instance, the existence of a troposphere-

stratosphere structure is mainly conjectural, but it is at least a possible con-

figuration for a planetary atmosphere.

Estimates of atmospheric composition of Venus vary widely. The presence

of carbon dioxide was established by spectroscopic methods and there is no doubt

that it does indeed exist, but the abundance is still controversial. Estimates of

the amount of CO 2 above the effective reflectinglevel for 8000_ radiation vary

between 100 and 1000 meter-atmospheres (8). Kaplan (7)has reinterpreted some

of the earlier data and derived a revised estimate of 15 per cent by volume for

CO 2 content. Later estimates (Kaplan - private communication) have given

even lower values, perhaps as low as ten per cent or less. Itis presumed that

the CO 2 mixing ratio is essentially constant throughout the major portion of the

Venus atmosphere, as itis in the Earth's atmosphere. There is evidence of a

small amount of water vapor above the visiblecloud deck. The upper limit of

oxygen above the cloud deck is 100 cm-atm (ll). There may be trace gases,

such as N20, CH 4, C2H 4, and others, but they have not been detected so far.

Although there is no direct evidence, itis assumed that the bulk of the

Venus atmosphere is N 2. There is probably about one per cent by volume of

argon.

The totalmass of the Venus atmosphere and the vertical temperature struc-

ture are likewise open to much discussion. For present purposes various

models have been assumed without much evidence on which to substantiate them.

The troposhere-stratosphere configuration assumed is probably an oversimplifica-

tionbut itserves as a good firstapproximation. The evidence of a high surface

temperature, around 600°K, seems well founded on microwave emission meas-

urements, although the suggestion has been made (8)thatthe energy in the micro-

wave region is emitted by a Venus ionosphere and does not represent a surface

temperature effect. A somewhat sub-adiabatic lapse rate (-7.5°K/kin) has

been assumed for Model V1. This is stillmuch nearer adiabatic than is the mean
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lapse rate of the Earthts atmosphere, but it is justified by the high surface

temperature of Venus. This lapse rate is assumedto prevail up to a level at

which the temperature is aboutthe thermocouple temperature measured in the

8-13 micron region. This puts the tropopause at 48 kilometers, in rough agree-

ment with the "greenhouse" model depicted by Kellogg and Sagan(8). The

surface pressure of two atmospheres for Model V1 is taken as representative of

a probable minimum value.

The other models considered, V2, V3, andV4, are those suggestedby

the Jet Propulsion Laboratory (March 1962, unpublished) for the design of probes.

It is pointedout by JPL that they are intendedonly to establish broad outlines of

conditions which might exist. They consider Model V2 to be more realistic than

Model V3 or V4. The evidenceon which the models are based is a reinterpreta-

tion of the early work of Chamberlain and Kuiper on the CO2 molecular band
structure. Details of the reinterpretation are not yet available, but a spectrogram

in the 7820_ CO2 bandwas interpreted to give a "mean" pressure of five atmos-

pheres, the pressure at the base of the contributing CO2 layer being about ten
atmospheres. Thesedata may apply to some level abovethe surface, so the

surface pressure may be higher.

Since so little information is available, we have, for present purposes,

used Venus models V2, V3, and V4 as they are given by the Jet Propulsion

Laboratory.

2.9.4 Computations and Results

2.9.4.1 Mars

Curves of the volume scattering coefficient as a function of altitude for

the Martian atmosphere from the surface to 60 kilometers for various wave-

lengths are given in Figure 2.9.1. Similar curves for three different wavelengths

in the Earth's atmosphere, as computed by Deirmendjian (3), are given for

comparison. The strong wavelength dependence can be seen in the greater than

two orders of magnitude variation of B between X = 2500A and )_ = 10,000A at

any given altitude. The scattering coefficient for the Martian atmosphere is
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about anorder of magnitudelower than that of the Earth for comparable wave-

lengths at the surface, but it decreases much less rapidly with altitude than does

that of the earth, mainly becauseof the lower value of Martian gravity. The two

are equivalent at about 26 kilometers as shownby the intersection of the curve

segmentsgraphically interpolated for _,= 3750A, 5200A, and 8350A, with those

for the Earth for the same wavelengths. Above 26 kilometers the values of

are greater for Mars than for the Earth, a fact which may be of importance in

planetary probes.

Table 2.9.3 gives values of B for several additional altitudes up to 100

kilometers. Deirmendjian's (3) data are included where they are available. By

comparing entries in Table 2.9.3 with Figure 2.9.3, it is seen that at 100 kilo-

meters _ is about three orders of magnitude lower than at the surface for Mars,

while for the Earth B decreases more than six orders in the first 100 kilometers.

Curves of the normal optical thickness as a function of altitude for the

eight selected wavelengths are reproduced as Figure 2.9.2. These data are

obtained by integration of B (X, z) with respect to altitude. Deirmendjian's

results for the Earth's atmosphere for the wavelengths available are included.

Surface values of optical thickness for Mars are smaller by a factor of four or

five than for the Earth, but, as shown in the discussion (Section V), they still

fall within a very advantageous range for light-scattering techniques. For

instance, the extensive tables of Coulson, Dave, and Sekera (2), specifically for

Rayleigh scattering, cover the range of optical thickness 0.02 -<_" < 1.0, and

the scattering functions computed by Sekera and Ashburn (14) show useful mag-

nitudes down to 1" = 0. 001. This corresponds to the wavelength range at the

surface of Mars of about 2000A < _, -< 10,000A, which is an ideal range from the

standpoints of available energy and present techniques of measurement. Further-

more, the relatively slow decrease of _"with altitude on Mars makes light scat-

tering techniques applicable to higher altitudes than in the Earth's atmosphere.

For instance, for _, = 2500A, _" is still greater than 0.01 at 60 kilometers. In

comparison, I" for the Earth is the same as for Mars at about 16.5 kilometers.

Its rapid-decay with altitude above that level causes light scattering measure-

ments to become inapplicable at much lower levels in the Earth's atmosphere.
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In addition, ozone absorption below roughly 60 kilometers in the Earth's atmos-

phere limits the useful wavelength range to _, > 3000A. Presumably the small

oxygen content of the Martian atmosphere would not be conducive to much ozone

formation there.

Computed values of the optical thickness at the higher altitudes for the

Martian atmosphere Model M2 are listed in Table 2.9.4.

Results for the isothermal model for Mars (Model M1) are not significantly

different from those for Model M2. The density, and, hence, the volume scatter-

ing coefficient, is higher by a factor of about two at 100 kilometers for the iso-

thermal case, as is shown by the curves of Figure 2.9.3. However, the density

difference is less at lower altitudes, so that the optical thickness is essentially

the same for the two models throughout most of their vertical extent. The density

profile for the 1959 ARDC model of the Earth's atmosphere is included in Figure

2.9.3 for comparison.

2.9.4.2 Venus

Computations have been made for three models of the Venus atmosphere,

Models V1, V2, and V3. The large differences in the computed values of _ and

r point up the uncertainties with which the atmospheric properties of Venus are

presently known.

As discussed previously, Model V1 is a relatively conservative model

consisting of a troposphere, in which temperature decreases with increasing

altitude, and an isothermal stratosphere which extends to the top of the atmos-

phere. The volume scattering coefficient for Model V1 is plotted as a function of

height for several wavelengths in Figure 2.9.4. The high surface temperature

assumed (600°K) keeps _ at the surface at about the same value as for the Earth's

atmosphere, in spite of the higher surface pressure for Venus (six atmospheres).

However, the smaller rate of decrease of B with height for Venus results in an

order of magnitude greater values of B for Venus than for the Earth at about 25

kilometers. Two orders of magnitude difference between the two occurs at
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between50and 55 kilometers, the difference continuing to increase at higher

altitudes. Comparisons canbe made at altitudes of 60kin, 80km, and 100km

with Deirmendjian's (3) values for the Earth, which are included as part of

Table 2.9.3.

Curves of normal optical thickness from the surface to 60 kilometers for

the Venus atmospheric model V1 are reproduced as Figure 2.9.5. Curves as

available for the Earth's atmosphere are included in the diagram. Everywhere

the optical thickness is greater in the Venus model V1 than for the Earth. The

relative difference increases considerably with altitude, due, at least in part,

to the lower value of gravity for Venus. If one againuses the criterion of r =

10 -3 as the lower limit for useful light-scattering techniques, such techniques

are good in Model V1 up to about 85 kilometers for a wavelength of 2500A, as

can be seen from the tabulated values of normal optical thickness at high levels

in Table 2.9.6.

Results of computing the volume scattering coefficient for the more dense

atmosphere of Venus Model V2 are given by the curves of Figure 2.9.6. Surf-

ace values are roughly an order of magnitude greater than those for Model V1

or for the Earth's atmosphere. The change with altitude is less for Venus than

for the Earth, making _ at 60 km more than 200 times as great for the Venus V2

model as for the Earth's atmosphere. Selected data for Model V2 at higher alti-

tudes are included as Table 2.9.7.

The vertical profile of normal optical thickness for Model V2 is shown by

Figure 2.9.7. The surface values are so great that the shorter wavelengths of

direct solar radiation would be essentially all depleted by scattering before

reaching the surface. For instance, for normally incident sunlight the fraction
-21

which is transmitted directly through the atmosphere is less than 10 for

_, = 25002, 10 -11 for _, = 3000_, and 6 x 10 -4 for _ = 4000_. About ten per cent

of the direct solar radiation at _, = 2500A could penetrate down to 40 km altitude

in this model. Data for 60 Km < z < 200 Km are tabulated as Table 2.9.8.
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The very dense atmosphere represented by Model V3 produces corres-

pondingly large values of _ and _-. These data are plotted for 0 _ z -< 60 km in

Figure 2.9. Sfor _and Figure 2.9.9 for _'. Table 2.9.9 and Table 2.9.10 list

selected values of _ and r, respectively, for the altitude range 60 Kin to 200 Km.

This is indeed an extreme case, as indicated by the label "Extreme Model"

applied by JPL when they proposed it. More than 99 per cent of the radiation at

all wavelengths less than 6000A would be scattered out of the direct solar beam

in a vertical traverse of the atmosphere. One might remark that to an asbestos-

suited surface dweller in such an atmosphere, ff his eyes were to have the same

spectral sensitivity as ours, the sun would appear only as a dim and dark red

disc when directly overhead. It would probably disappear completely by mid-

afternoon as the directly transmitted light became less and scattered skylight

relatively greater.

If one were to monitor the intensity of the direct solar beam as a capsule

enters this atmosphere, as a measure of the atmospheric density profile or as

a method of orientation, it would be very advantageous to use different wave-

length ranges for different altitude regimes. For instance, 2500A would be

applicable from the highest levels down to perhaps 60-70 kin, at which altitude

Rayleigh scattering would have depleted more than 90 per cent of the direct beam

for vertical incidence, and the scattered skylight would be relatively intense.

At that altitude a shift to longer wavelengths would be in order. For instance,

8000_ radiation would have been depleted by only about two per cent at 60 km and

25 per cent would be transmitted entirely through the atmosphere. Thus, the

entire altitude range could be covered by using the two wavelengths.

Atmospheric Model V4 was considered by its advocates, namely, the Jet

Propulsion Laboratory, to be the second "extreme model." The volume scatter-

ing coefficient and normal optical thickness for this model are shown for altitudes

up to 60 km by Figure 2.9.11 and Figure 2.9.12, respectively. Selected data

for 60 km< z < 200 km are listed in Table 2.9.11 and Table 2.9.12. The rapid

decrease of B and _"with altitude are brought about by the much lower temperatures
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assumed in the troposphere for this model. This temperature profile results in

the optical thickness decreasing by about an order of magnitude more in the first

60 km here than it does in the other Venus models.

2.9.5 Discussion

In evaluating the applicability of these results, one is faced with the prob-

lem of establishing the range of values over which optical thickness is a useful

parameter for determinations of radiative distribution in an atmosphere. The

lower limit for r is well indicated by the computations of Sekera and Ashburn (14)

in which the intensity of scattered sunlight is given for different values of _'.

Those tables show useful magnitudes of the intensity of scattered sunlight down

to _" = 0. 0001. Furthermore, the flux F of the vertical direct solar beam, given

by the expression

-T
F = F e ,

O

F being the extra-atmosphere solar flux, is attenuated by 0.1 per cent for
o

T = 0. 001. This amount of attenuation is probably sufficient for detection by

realistic instrumentation.

For establishing a useful upper limit for 1-, one should consider the fact

that the extensive tables of Coulson, Dave, and Sekera (2) give values of the

intensity of scattered light for T -< 1.0. There is not a fundamental reason why

this must be the limit for computations, but, as far as is known, the extension

beyond _ = 1.0 has not been accomplished. Thus, for present practical purposes

_"= 1.0 seems a useful upper limit for considerations of scattered light.

The situation is quite different, however, for the direct solar beam. A

value of r = 2.3 gives ten per cent direct vertical transmission and one per cent

transmission occurs for "r = 4.3. Although one per cent of the direct solar beam

represents plenty of energy for even narrow-band measurements, one must

consider the relative amount of energy which would be contributed by light scat-

tered into the particular instrument by the atmosphere of large optical thickness.

III-2-93



This will be dependenton the field of view of the instrument, so it would have to

be evaluated for each case individually. It is likely, however, that measure-

ments of the direct solar beamwould be impractical for r > 4.3.

With these criteria one can evaluate the altitudes andwavelengthsat which

light-scattering techniques wouldbe most useful for the various atmospheric

models. The results of this evaluation are shownin Table 2.9.13 for five dif-

ferent wavelengths. The altitudes are approximate only, having been obtained

by graphical interpolation. Entries for the Earth's atmosphere were obtained

from a plot of Deirmendjian's (3) data. An extrapolation was required for 3000_

and 10, 000_, but the values are probably accurate to + 1 kin.

The data of Table 2.9.13 show the significant result that light scattering

measurements are applicable at higher altitudes in both the Mars and Venus

atmospheres than in the atmosphere of the Earth. The single exception to this

indicated in the table is for ), = 10,000A, for which r = 0. 001 occurs at the lower

altitude for Mars. For the very dense atmospheric models V2 and V3, it appears

that light-scattering techniques could be used well above 100 km, and for the

least dense Venus model V1 measurements to 70 or 80 km seen feasible from

these computations. It is unlikely that erroneous assumptions as to atmospheric

gaseous composition, including possible diffusive separation at high levels, would

change these main conclusions significantly, although, of course, gross changes of

temperature structure or total atmospheric mass might do so.

From a practical standpoint it is of interest to know the amount of energy

in the direct solar beam as a function of altitude. The fractional transmission

T for the direct solar radiation, defined by the expression

-_ sec e
O

T= e

0 being solar zenith angle, is plotted as a function of altitude for atmospheric
o

models M2, V1, V2, and V3 in Figures 12a, 13a, 14a, and 15a, respectively.

The diagrams apply for radiation at four selected wavelengths, and curves are

given for two different solar zenith angles, e = 0° and 60 °. It is seen that there
O
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is a phenomenal change of transmission with wavelength at the shorter wave-

lengths. This, of course, arises because of the fourth power wavelength-de-

pendence in Equation (5), and has considerable practical importance in the design

of measuring systems.

The flux F X of solar energy (watts/cm 2 -_) in the direct solar beam which

would be transmitted down to level z is shown as a function of z in the b-parts

of Figures 2.9.12 to 2.9.15, inclusive. These data are computed from the

expression,

-T

F X (z) = Foe (13)

where F is the extra-atmosphere flux, and the solar zenith angle 0 = 0 for
O O

this case. Data on F are obtained by multiplying the solar energy flux for theo

Earth, as given by Johnson (6), by the appropriate factor

( or
Re, Rm, and R being the distances from the sun to the Earth, Mars, and Venus,v

respectively. The curves show that, except for the lowest layers of the Venus

atmospheric models, there is sufficient energy for the use of present instrumenta-

tion in making narrow band-pass measurements of the direct solar radiation.

It is instructive to compare conditions in the Mars and Venus model atmos-

pheres with those in the more familiar Earth's atmosphere. Such a comparison

can be made from Table 2.9.14, in which the normal optical thickness at one wave-

length {4000 A) for the various models is listed for four altitudes above the plan-

etary surfaces in the first columns under the altitude headings.

In the other columns is a tabulation of the ratio _'i/Ve, where subscript e

refers to the Earth and i refers to the designated planetary model. Only for the

lower levels of Mars is the ratio less than unity. At the higher altitudes the ratio
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APPENDIX A

Derivation of Altitude Dependence of Pressure, Density, Scattering Coefficient

and Normal Optical Thickness.

The basic relations determining the altitude dependence of the various

quantities are the following

dP = -g D dz: hydrostatic equation (1)

R* T
P = o M : equation of state (2)

T = To+'yz (3)

32 3 2
S - (n-l) (4)

3 X4 N

T = f Bdz (5)

Z

The symbols denote the following quantities:

Z

P =

p =

T =

g =

R* =

M =

T=

B=

_,=

n =

m =

i =

C =

N =

T =

altitude

pressure

density

temperature

acceleration of gravity

universal gas constant

molecular weight

lapse rate (dT/dz)

volume scattering coefficient

wavelength

refractive index of gas

reciprocal of Avagadro's number

index denoting i th gas of mixture of k gases

refractivity of gas

number density of molecules

normal optical thickness
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Subscript 0 denotes conditions at a reference level where z = z
o

Subscript s denotes standard conditions (273°K, 760 mm of Hg).

On substitutionof Equation (2) into Equation (1),one obtains

dP _ d (InP) = -gM dz (6)
P R*T

and

d (InP) = -gM dz
R* (TO + y z) (7)

on substitutionof Equation (3) into Equation (6). We now distinguish between two

cases of vertical temperature distribution, namely, an isothermal atmosphere

or atmospheric layer (Case 1) and a nonisothermal atmosphere or atmospheric

layer (Case 2) in which y = constant _ 0.

Case 1: y= 0

For this case Equation (7)reduces to

d (In P) = -gM dz
R*T

O

(8)

and on integrationbetween z and z,
O

(z
- R*T - Zo"_

P o
-- e

P
O

(9)

Any change of gravity or composition with altitudeis neglected here.

also the expression for the ratio of densities, as could be anticipated by the

constant temperature. Explicitly,

----_-- (zR*T - Zo)
D 0

-- e

0 o

This is

(10)
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Case 2: T _ 0

For this nonisothermal case, integration of Equation (7)with the assump-

tionof T = constant gives

(11)

Ifz --O, then
0

gM

Po - T

(12)

The equivalent expression for density, obtained by substitution of Equation (2)

into Equation (12), is

o _ T

_o Po T

(13)

The number density of molecules is defined

D
N -

mM"
(14)

Since the molecular weight M is assumed constant, it follows that

N
m

N
o Do

(15)
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It is convenient to express the index of refraction of a gas in terms of the

refractivity C, as

n-1
C - (16)

D

Equation (16) is verified closely by experiment and values of C for the main

atmospheric gases are available in tabular form. For an atmosphere consisting

of a mixture of k gases the volume scattering coefficient must be appropriately

modified to the form

3 K _ 1)2

32 _ _ (ni (17)
B- 3 )4 N.I

i=1

On substitution of Equation (16) into Equation (17), we obtain B as

k

K
3

32 rr m 2 _ M2 C 2 N.. (18)S
3 X4 _-_ l 1 I

i=1

For purposes of computation it is convenient to express the number density in

terms of the mass density as

N. = N O
z 0o i

(19)

On introducing B into Equation (5), we obtain the normal optical thickness

for wavelength X for all the atmosphere above altitude z. The integration is

facilitated by defining an effective molecular weight for the mixture of gases by

the relation

01 02

M = M 1 -- + M --+. , (20)2
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and an effective refractivity by

C

01 P2

C1 w + C2 __ +. (21)

Then

E M2 C2 N" : M2 C2N
1 1 1

(22)

and the normal optical thickness at altitude z and wavelength ), is

W

3 N

r ()`, z) 32 _ o 2 S M2 C2- m odz.
3 )4 Po

Z

(23)

Equation (23) is particularly simple for the case in whic.h relative proportions

of the components are independent of z. For those conditions

r ()`, z) 32 rT3 No m 2 M 2C 2f

Z

(24)

For a vertical profile in which the lapse rate or relative composition

changes it is necessary to integrate Equation (23) over two or more atmospheric

layers. For one such layer

r(z) = _ (ar)j

j=l

(25)

the increments of r being directly additive.
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2.10 VELOCITY

Although velocity is not one of the prime measurement parameters,.pres °

sure and temperature measurements are velocity sensitive and naturally suggest

that they either be used to measure velocity or that velocity measurements be

used to correct the temperature and pressure information. Further, if altimeter

data were not available, velocity information could be integrated to obtain height

data.

The limitations of the use of pressure and temperature for velocity meas-

urements have been discussed previously. Two additional methods, a turbine-

type velocity meter and the use of density information, are discussed in the next

section.

2.10.1 Turbine Velocity Meter

The basic idea is to use a freely-turning propellor or turbine blade,

rotating at a speed proportional to velocity, and count the rate of spin as a meas-

ure of velocity. This would be similar in principal to turbine-type flowmeters

manufactured, for example, by the Potter Aeronautical Co., N. J.

A number of possible troubles are anticipated. The bearing supporting the

turbine blade will be exposed to vacuum for an extended period, and any lubri-

cant may evaporate. This may cause either large errors or failure of the sensing

element. Secondly, the gage will have to operate over wide ranges of density.

Density information will be available, however, and it should be possible to cor-

rect for this effect.

2.10.2 Drag-Velocity Calculations

Soon after entry into the atmosphere, the vehicle velocity drops to sub-

sonic, and then reaches terminal velocity. At terminal velocity, the velocity

can be calculated if the force of gravity, atmospheric density, and coefficient of

drag are known. The force of gravity is known for Venus, and the atmospheric

density is being measured. The drag coefficient can be determined by wind tunnel

tests. Hence, sufficient information is available to determine the vehicle velocity.
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2.11 RADAR ALTIMETER

2.11.1 Summary and Conclusions

A conventional pulsed radar altimeter system is outlined to obtain altitude

data within the Venusian atmosphere subsequent to hard entry conditions and

achievement of a capsule speed of Mach 1.

Included are a block diagram of the proposed system, power and weight

estimates, radar range equation calculations, receiver noise power calculations,

range tracking loop requirements, detection probability calculations and various

ancilliarycalculations.

Itcannot be stated that data can be obtained from a specified altitudeabove

the Venus surface for specific size, weight and power requirements unless prior

assumptions are presumed valid.

Additional complications are introduced by the predicted severe environ-

mental conditions to be encountered. High "g" forces at entry and high tempera-

ture conditions within the Venusian atmosphere impose restraints upon antenna

design and packaging requirements.

Altitude data can be obtained within the Venusian atmosphere by the use of

radar altimeter techniques with a high degree of confidence. Prior to the design

of a specific instrument however, the design or model conditions must be speci-

fied. So long as the actual conditions encountered can be predicted with a reason-

able degree of accuracy, an instrument can be constructed which will surely

obtain the desired data.

2.11.2 Introduction

Initial penetration of the Venusian atmosphere by a capsule has the primary

purpose of gathering data about the properties of that atmosphere. Measurements

are intended to be made of pressure, density and temperature as functions of the

absolute altitude above the surface of Venus.
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Since the data are related to altitude in order to be meaningful, it follows

that the altimeter should be a simple, reliable device to ensure the return of

information which is definitive.

The studies of atmospheric entry have shown the reduction of capsule speed

to approximately Mach 1 at an altitude of approximately 200,000 ft. This range

is assumed as the required initial acquisition range of the radar altimeter.

The role of the altimeter as stated above is to measure the range to the

planetary surface from the capsule by the use of microwave radar range meas-

uring techniques.

Many system configurations are possible which will solve the altitude

measuring problem. Trade-offs can be made utilizing short pulses and higher

peak powers that the system outlined herein. Some of the inherent unknowns of

the properties of the Venusian atmosphere however have influenced the design

choices which were made. One of these is the possibility of high peak powers

causing breakdown at the altimeter antenna terminals. Also abQve a given level

an increase in transmitter power causes an inordinate increase in size and weight.

A desire to obtain data prior to hard entry into the atmosphere of a planet

can impose serious doubts as to the validity of the system specified. The prob-

lems associated with gathering altitude data subsequent and prior to entry are

mutually exclusive however in that the types of altimeter system required are

completely different due to the order of magnitude differences in range and cap-

sule orientation.

A long range, and a lack of knowledge of capsule orientation suggests the

use of an omnidirectional antenna system which for a pulse radar, employed on

extended targets, a range attenuation factor of 30 db per octave rather than 20 db

per octave as with the directional antenna system. This is identified in radar

systems as pulse limiting versus beam limiting conditions.

Simple calculations will show that a radar system required to operate omni-

directionally at approximately four (4) times the range of the present system

would require 2 x 105 or 53 db due to pulse limiting at equivalent range plus 120 db
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due to a four times increase in range plus 28 db due to lack of the antenna gain

factor. This total requirement of approximately 200 db in gain above the present

system could be partially offset by the use of a lower frequency (i. e., longer

wavelength) of transmission. This inherently only releases 80 db even down to

frequency of 1 InC.

It follows, therefore, that some form of pulse compression technique at a

relatively low transmission frequency is required for a high altitude omnidirec-

tional system to operate prior to entry into the Venusian atmosphere (i. e., in

the free molecular region).

An additional gain can be achieved by an increase of peak power in the

order of magnitude of 30 db which would be a maximum. A pulse width change

would be offset by a corresponding increase in the noise power of the receiver

except the changes in the direction of pulse compression.

Another source of doubt can be generated by an analysis of the initial ac-

quisition range to be preset into the radar altimeter circuitry. Reduction of

capsule speed to approximately Mach 1 will occur almost immediately after hard

entry. However, the various models of the Venusian atmosphere and various

capsule shapes coupled with a variety of entry angles and conditions result in a

wide range of expected altitudes for reaching the Mach 1 speed. Present indica-

tions are that this range will extend from below 100,000 feet to above 250,000 feet.

Since it is virtually axiomatic that some form of fuzing or preset delay time

is required by the radar altimeter in order to achieve automatic tracking of cap-

sule altitude, the lack of a definitive initial acquisition range can create a sub-

stantial problem area.

A possible solution would be to preset the initial acquisition range at a

value low enough to be assured of the capsule having reached the Mach 1 condition

prior to that altitude. This would then impose a requirement of extrapolating the

altitude data back to hard entry altitude. Since the temperature conditions are

predicted to be extreme in the Venusian atmosphere, it follows that data acquisi-

tion at low altitudes may be precluded by component failures induced by the high

heat loads imposed.
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Note that the use of a swept gate would solve the problem but would also

result in a substantial increase in the noise power "on" time or receiver duty

ratio which would in turn require a substantial increase in transmitter power.

This might be a last resort and could evolve into a trade off of altitude achievable

versus power at a maximum allowable weight.

2.11.3 Equipment Characteristics

Functional Characteristics

The role of the altitude sensor in the overall scientific mission of the Venus

capsule is to provide altitude data subsequent to entry into the Venusian atmos-

phere.

Continuous output of range is provided from 200,000 feet to a few thousand

feet.

At the time of entry of the capsule into the Venusian atmosphere the radar

altimeter should be turned on. At 200,000 feet the radar will lock on and pro-

vide a continuous output of altitude in digital form.

Electrical Characteristics

Operating Frequency

Antenna gain

Pulse Peak Power

Pulse Length

Pulse repetitionfrequency

Duty Ratio

Average Power

S/N Ratio

Receiver

Type

Noise Figure

Intermediate Frequency

I. F. Bandwidth

Video Bandwidth

10 kmc/sec

28 db

50 watts

5/_ sec

500 pps

0.25 per cent

125 mw

20 db

Superheterodyne

10

30 mc/sec

315 kc/sec

117 kc/sec
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Output

Accuracy

Input Power

Physical Characteristics

Weight

Volume

Digital

+ 5 per cent

25 watts @ 28 VDC

15 lbs including antenna

500 in 3 plus antenna

2.11.4 System Performance

Signal to Noise

The initial consideration in determining the performance to be expected

from a radar altimeter system is the development of the radar equation. Of

special interest to a capsule entering the Venusian atmosphere are the back

scattering characteristics of the surface of Venus. No specific model is known

to be available so that a general discussion on the microwave backscattering

characteristics of extended targets is appropos for an engineering estimate of

the expected losses which will occur at the surface. *

The return signal power P from a single scatterer of backscatteringr

cross section a (defined as the area intercepting that amount of power which,

when scattered isotropicaUy, would produce an echo equal in power to that pro-

duced by the actual scatterer) is given by the well-known relatiom

Pt k2 G2 _
p -
r (4_)3 R 4

where Pt is the transmitted power, k is the wavelength of the transmitted radia-

tion. G is the antenna gain, and R is the distance between transmitter-receiver

and scatterer.

*Backscattering Characteristics of Land and Sea at X-Band by J. P. Campbell,

Proceedings of the National Conference on Aeronautical Electronics, 1958.
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When the radar illuminates an extended target which is assumed to be a

large collection of independent scatterers, the return signal power is the sum-

mation of the powers returned by the individual scatterers:

2 K

P :r (4rr) 3 _ _,T)K extended target

Where each scatterer has associated with it particular values of G, a, and

R. Since a large number of scatterers are illuminated, the summation can be

replaced by an integral. Also since a narrow beam antenna is utilized, R and a

will not vary appreciably over the integral. The equation can now be rewritten

as:

2

Pt _' a /G
p = o 2

r (4_)3R 2 (q) dwCOS _'

Where a is the average backscattering cross section per unit area, defined, foro

a homogeneous target in which the individual scatterers are distributed in a sta-

tistical uniform manner, as a times the number of scatterers per unit area.

¢ is the angle between the direction of incident radiation and the normal to the

illuminated area; q is a generalized direction coordinate; d_ is an element of

solid angle. The integral in the above equation is taken over the entire solid

angle surrounding the antenna.

The antenna radiation pattern can be defined as:

F (q) -- G(q)
G

0

where G is the maximum value of G (q)
O

From the definition of antenna gain

£
G IF(q) d_ = 4n

O
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Therefore, the integral of the aboveequation can be written as:

where

G (q) du_ = 4_" G - 4rrG [W']
(q) do_

o IF (q) d¢_ o

W is defined as the integral quotient shown above.

The quantity W is fixed for a given antenna radiation pattern shape, i.e., it

depends only upon the form of F (q) and not upon particular values of antenna

radiation pattern parameters such as beamwidth. This is true however only

when the preceding assumptions previously made are valid for the extended

target.

• From the above

P
r

Pt_, 2 a G co
o o

16 2 R 2 cos _)

Since

P
S r

N P
n

where

P = k T B N.F.
n

and gating is required of the receiver to prevent integration of the noise power

after rectification so that dr - duty ratio of the transmitter and dr' - duty ratio

of the receiver.

Also: L = plumbing losses

2
drPt A aoGoW LS

N
16 2R 2cos _ KTB N.F. dr'
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Detection Probability for a Pulsed Radar Altimeter*

The received signal is assumed to be a pulsed sinusoid. The signal power

during a pulse is denoted by S, and the internal noise power referred to the same

point in the system is denoted by N.

For this analysis, the essential parts of the receiver consist of a detection

amplifier, a square law detector, a pulse integrator, and a decision threshold.

The purpose of this analysis is to predict the probability of detection and

lock-on at 200,000 feet, when the capsule flies through the range gate. The

analysis will also indicate the probability of a noise pulse unlocking the system

by exceeding the threshold of the decision element. This is accomplished by

determining when the integrator output is equal to or greater than the threshold

voltage. The probability density function for the total voltage at the output of the

integrator at the time the desired altitude is reached is Pn(Z) which is a variable

of voltage. By definition the probability that a random variable Z will lie between

two values such as Z 1 and Z 2 is

p = f Z2

Pn (Z)
dZ

Z
1

The number of independent samples of signal plus noise in the false alarm

time is called the false alarm number and is denoted by n. The probability of

having a false alarm on a single trial is the reciprocal of the false alarm number.

The probability of a false alarm is defined as the probability that noise

alone causes the threshold voltage (b) to be reached or exceeded. Thus,

1

PF - n @0= Pn(Z) dZ

b

*A Statistical Theory of Target Detection by Pulsed Radar, J. E. Marcum

Rand Memo, Room 754 and Appendix Room 753.
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The probability of detection is defined as the probability that signal plus

noise will cause the threshold voltage to be reached or exceeded. Thus, if we

call the probability density function at the output of the integrator, when the

desired altitude is reached, P(S+N) (/_) where # is a variable of voltage, the

probability of detection will be

PD = / P (S+N) (_} dD

b

This technique then consists of selecting a desired false alarm probability,

b is determined from the expression for P (Z) and used in the expression for
n

P(S+N) _) to determine the probability of detection.

P (Z) and (_) can be determined by computation utilizing the
n P(S+N)

methods discussed in the referenced report. An analog to our system exists in

that the scanning function is essentially the time that the capsule is in the range

gate during acquisition.

2.11.5 Functional Description

The basic functional diagram of the pulsed radar altimeter is shown in

Figure 2.11.1. The system is composed of an antenna, a pulsed magnetron, a

solid state modulator, solid state dc to dc converters, a superheterodyne receiver

including an AFC loop and AGC, range tracking circuits, a range computer and

suitable digital conversion circuits to provide compatible outputs to the commun-

ications system.

The radar makes a simple time echo measurement to determine range along

the boresight axis of the antenna. This range determination is made by measuring

the time from the leading edge of the transmitter pulse to the centroid of the

received pulse energy.

The centroid technique is preferred due to a variety of possible differences

from the expected design conditions. The range error will be less than a leading

edge determination whenever the extended target is not normal to the antenna
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boresight and the angle between the target normal and boresight is continuously

changing. Also the narrow receiver passband employed will not maintain a

sharp rise on the leading edge of the received pulse.

Altitude or range output is provided by tracking the round trip time of the

signal with a split gate time discriminator. As the capsule approaches the

planetary surface, the round trip echo time continuously decreases. The tracking

loop servoes the range gate to track the delay time of the echo pulse. An error

signal is obtained from the range gate when the echo pulse is not equally divided

in the early and late halves of the range gate. The time delay measurement,

represented by the time between the transmitter and gate signals is provided to

the range computer and then converted to a digital output and processed to the

communications system.

Upon approach to the planet in question, the capsule will enter the atmos-

phere and decelerate very rapidly to a velocity of approximately Mach 1. Some

means should be provided to turn on the radar altimeter at this time. A simple

method could be instrumented to depend upon the large "g" forces which will be

encountered at entry.

System

The altitude range measurement is determined by a simple time echo

measurement. This function is performed by the pulsed radar altimeter with a

superheterodyne receiver and a split range gate tracking loop providing contin-

uous range outputs from 200,000 feet down to a few thousand feet where receiver

recovery time prevents further operation.

Transmitter

The magnetron oscillator feeds through the duplexer to the antenna, and

the return signal from the target passes from the duplexer to the receiver. An

AFC circuit maintains the receiver tuned to the frequency of the magnetron

oscillator.
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Receiver

A superheterodyne receiver is apropos beginning with an orthomode

balanced mixer which receives the echo signal and the L0 generated signal to be

heterodyned. The 30 mc intermediate frequency is then amplified and processed

to the second detector.

Range Tracking Loop*

The tracking loop is essentially a servo system which derives an error

signal from a time discriminator and compares the signal output from the two

range gates. The error signal is used to position the two range gates so that

the returned signal is divided equally between each gate which causes the output

of the discriminator to be nuUed.

The basic physical principle of range tracking technique is one wherein

the video signal to be tracked is divided into an early part and late part. The

energies in these parts are compared in a differential circuit to develop a

voltage proportional to range position error. The dix;iding line of the video sig-

nal is the center of a locally generated reference signal or gate.

Two basic variations of this method are in use. Since the theoretical dif-

ference between the methods can be shown to be zero, the "split gate" type will

be utilized herein. The pulse energy falling in one gate is subtracted from that

in the other to form an error signal. The time discriminator characteristic pro-

duced is as shown in Figure
% Error

Time Discriminator Curve

Propagation

Time (Range)

*Principles of Guided Missile Design Guidance by Locke, Sect. 10-31.
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The split range gate is, therefore, positioned by supplying the output of

the time discriminator to the range gate generator to alter the time delay after

the transmitter pulse, and therefore the echo time position of the gate. Since

the tracking loop is a servo, the stability of the tracking loop is accomplished

through normal feedback criteria, the characteristic of the time discriminator

curve at the axis crossing and the deceleration of the capsule.

Signal Acquisition

Detection and lock-on of the signal by the tracking loop will be accom-

plished when the capsule passes through a fixed range gate at approximately

200,000 feet. A fixed time delay circuit positions the split gate at 200,000 feet

delay time. When the capsule passes through 200,000 feet, the signal will appear

in the early gate first and an error signal will appear at the discriminator. Upon

a predetermined threshold being reached, the fixed time delay circuit unlocks and

tracking of the signal begins.

_Range Computer

The range computer inputs are the two range spikes (transmitted and

echo}. The computer converts the time delay between them to an analog voltage

with a suitable scale factor.

2.11.6 Detailed System Instrumentation

A functional diagram and description of the pulsed radar altimeter has been

given in a preceding section.

Antenna

Under normal conditions, the antenna utilized would be a 12-inch paraboloid

with feed at the focal point supported by three wires from the circumference of

the dish. With the extreme environment conditions anticipated for entry into the

Venusian atmosphere, it may be necessary to utilize a linear planar array of

equivalent gain mounted to a supporting honeycomb platform for extreme rigidity

and strength.
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Some advantages would accrue from this configuration by allowing a

shallower construction (more useable volume within the capsule), plus a single

package altimeter. The transmitter and receiver portion could be mounted

directly to the back of the platform minimizing waveguide runs (lower losses)

and higher packaging efficiency.

Transmitter

The transmitter will emit X-Band Microwave power. The power will be

transmitted in 5 _ seconds 50-watt peak power pulses. The pulse-repetition

frequency will be 500 pps.

The main power tube will be a magnetron. A relatively short warmup time

can be anticipated so long as the tube chosen is used at a low average power dissi-

pation and the total "on" time is kept short.

Receiver

The received signals will be fed to the orthomode balanced mixer through

the duplexer. Local oscillator power is obtained from the reflex klystron via a

directional coupler. An AFC control loop is utilized as otherwise explained to

maintain the receiver pass band 30 mc displaced from the magnetron frequency.

TR tube protection may be required if the ejection of the heat shield after

entry into the Venusian atmosphere could cause strong signal return from the

heat shield or in the event of premature turn on of the altimeter prior to the

ejection of the heat shield.

An X-band orthomode mixer can be used which has an advantageous form

factor and is light-weight. Silicon mixer crystals such as IN23 are available to

achieve a low noise figure.

The signal from the mixer is fed directly to the 30 mc amplifier for ampli-

fication and gating. The bandpass is 315 kc.
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An AGC will probably be required and will need approximately 30 db of

dynamic range over the range increment of 200,000 feet down to a few thousand

feet.

The range gating will be controlled by the range tracking circuits.

Range Tracking Loop

The split gate tracking technique utilizes time delay circuits, integrators

and a differencing amplifier. The outputs of the tracking loop are two voltage

spikes, the time displacement of which is proportional to range. These spikes

are processed to the range computer. The time delay between the spikes varies

from 406 microseconds at 200,000 feet to 6 microseconds at 3,000 feet where

the signal will be lost due to receiver recovery time.

A velocity memory feedback circuit can be used to aid in altitude data

smoothing. This technique will aid the tracking process during periods of signal

fading. Appropriate forward damping can be added to the double integrators as

instrumentation for this technique.

Range Computer

The range computer accepts the two range spikes and converts the time

delay between them to an analog voltage with a suitable scale factor for later

conversion to digital output.

Each of the spikes is fed to a separate bistable multivibrator and the out-

puts appear as two square waves. A cross coupling network can adjust the phase

so that they both start in the same condition.

The two square wave trains are then phase detected in a doubly balanced

phase detector. The high frequencies are filtered out, and the resulting DC

voltage is fed to an inverting amplifier. When the waves are in phase (echo time

equal to zero) the output is maximum, and for the waves 180 ° out of phase (echo

time maximum) the output of the detector is zero. The inverting amplifier with

suitable scale factor circuits will provide the requisite output.
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2.11.7 Calculations

1-Wavelength

),= c/f where c = 984 x 106 ft/sec

f = 10 kmc/sec

984 x 106

10
10

), = 0.0984 ft

2-Antenna Area

rTD 2
A -

4
where D = antenna diameter in feet

(1)2
4

A = 0. 785 ft 2

3-Antenna Aperture

A = A x b where b = illumination efficiency = 0.6r

= 0.785 x 0.6

A = 0.471 ft 2
r

4-Antenna Gain

G =
0

4_ A r

),2

G
0

4rT x 0.471

(0.0984)2

= 611
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5-Beamwidth

7 x 104

fxD where f = frequency in mc
D = diameter in ft

7 x 104
m

104 x 1

8 = 7°

6-Doppler Shift

fd
2V

- c x ft where ft = transmitted frequency

v = vehicle velocity
2 x 720 10

- 984 x 106 x 10 = 720 ft/sec @ 200,000 ft

fd = 14.6 KC/sec

7-Pulse Repetition Frequency

for at = 200,000ft. letT =220,000ft
g

T = 220_000 ft
492 ft/D sec

T = 447/_sec

PRF
1 1

D

T 447 x 10 -6
- 2240 pps Maximum allowable

To reduce the average power requirements but allow a reasonable inte-

gration of pulses for signal detection use

PRF = 500 pps
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8-Range Gate Width

The gate width is dependent upon the width of the returned pulse. It is

necessary therefore, to calculate the pulse stretching considering pulse length,

range and beamwidth.

h

200K Ft.

3-1/2 °

S 200 K o
- cos 3-1/2

Pulse Stretch

- 200 K

". Stretch-
381

492
- 0.775/_ sec

•. the gate width of 6/_ sec is regarded as a reasonable value for the total

gate.

Therefore, A t = 6.0 _ sec total gate
g

At

_._.K. = 3.0 p sec for each gate2

The integrators will be gated each with a 3.0 # sec pulse. The time con-

stant of the integrators for build up from 10 to 90 per cent of the value of the

voltage pulse is

= 3.0 psec
r

Once the input signal is stored in the integrators the time constant changes.

_" >> T
S r

9-Bandwidth of the overall split gate combination for less than five per cent over-

shoot.

BW =
0. 35

= 1.17x 105cps
-6

3.0x 10
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10- 1-f Bandwidth

a

BWIF -
T

wherea= 1.5

-6
= pulse width in sec = 5 x 10

1.5
-6

5x 10

BWIF = 300 kc/sec

After allowing for doppler shift

BWIF = 300 + 15 =315kc/sec

i

ll-Equivalent Noise Temperature

TEQ = NF

(NF-1) T +Tr a

TEQ = 326°K

where NF = receiver noise figure = 10

T = receive temp = 290°K
r

T = temp antenna secs = 650°K
a

12-Noise Power in the Receiver

-23

Pn = Ks TEQ x BWIF x NF whereK = 1.38x 10

Joules/degree Kelvin

1.38 x 10 .23 103= _326x3/5x x 10

P
n

-14
= 1.42 x 10 watts

13-Transmitter Power

2 2
S/Nx16xTT xr xP xL

n dr' (see section on
PT = 2 x dr System Per-

X_oXG xWo formance)
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Assume S/N of 100 _, 20 db

r = 200,000 ft

10-14P = 1.42 x watts
n

k = 0.0984 ft

¢_ = 0.1
O

G = 611
o

W = 0.6

L = 2

dr t
- 1

dr

PT

PT

I00 x 16 x 2 (2)2 i010 14x x x 1.42 x i0-

(0.0984) 2 x 0.1 x 611 x 0.6

50.6 watts

x2 1
X --

1

14-Average Power

PAVG = PT x dr

5
= 50.6x

2000

PAVG = 0. 126 watts

15-Video S/N

The video signal to noise is enhanced by an effective narrowing of the

receiver bandwidth by the bandwidth of the receiver after the second detector.

The overall bandwidth of the receiver is not the video or integrator bandwidth,

but an effective bandwidth that takes into consideration the i-f bandwidth, video

bandwidth, the effects of video compression and cross beats between receiver

and video noise. It is expressed as the bandwidth that would pass an equivalent

noise power in the integrator.

2Bi_fBv-
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where Bi- f

B V

Beff

= i-f bandwidth = 315 kc/sec

= video bandwidth or integrator bandwidth = 117 kc/sec

= _/2 x 315 kc x 117 kc - (117 kc) 2

= _f - 1010737 x 1010 1.37 x

=_/6 x 10 5

Bef f = 2.45x 105cps

S/N Video = i-f S/N x

315
= 100 x

245

BWi_ f

BW V

N(video = =S/ ) 128 21.1 db

16-Lock-on S/N

It is desired to have the system unlock as soon as the first half of the split

gate is filled with signal, therefore, 3 db loss can be expected. This results in

S/N = 18.1db.

This figure can be used to predict signal detection probability.

17-Pulses in the Gate

The number of pulses N that the system will see as the capsule flies through

the range gate is equivalent to the time for the pulse to go through the early range

gate.

The range gate is 3.0 D sec long or 1476 feet long.

The time for the capsule to fly through this gate at 720 fps is:

1476 ft
t - = 2.05 seconds

720 _/sec
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Since the gate is essentially stretched because of the time duration of the

video pulse:

T = 2t = 4.10 seconds

The number of pulses (N) seen is then:

N = Txprf

= 4.10 x 500

N = 2040 pulses

18-Noise Samples

The number of noise samples seen is based on the number of times the

receiver is turned on from hard entry into the Venusian atmosphere, i.e., g

switch turn-on of the altimeter prior to 200,000 feet and is equal to the number

of times the receiver is gated on with no signals present.
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2.12 CLOUD DETECTION

One of the phenomena frequently noted in the atmosphere of Venus is the

presence of clouds which obscure observation of the planet's surface. The alti-

tude (or altitudes, since it is not known whether they remain at a constant height)

of the cloud level is unknown and many phenomena which have been determined at

heights above the clouds are hence not fixed in terms of absolute altitude. For

this reason, it is of utmost interest to determine the time (that is, altitude) at

which the capsule may enter and leave clouds.

In addition, if for power or weight reasons, it does not become practical

to have a radar altimeter aboard the capsule, the time at which clouds occur as

related to the time of impact, when coupled with velocity measurements would

serve to determine the approximate height of the cloud layer.

For these reasons, it is of interest to determine the time at which the cap-

sule enters and/or leaves clouds. The easiest way to accomplish this is to utilize

a light source coupled with a simple detector, so arranged that clouds would tend

to block the light. The wavelength region that would be selected would be at the

red and of the visible spectrum, a region where molecular scattering is at a

minimum and where no molecular band absorption is expected.

Two ultimate geometric arrangements could be considered: one would

utilize a light source extending out from the vehicle on a boom with the detector

looking through a window in the capsule skin. The second arrangement would

locate both light source and detector within the capsule and permit the clouds to

pass by.

No definite information as to the nature of the clouds on Venus is available.

There is a strong suspicion that they may be water vapor clouds, even though

there is no evidence of water in the atmosphere of Venus. A second possibility

is that one is dealing with dust clouds. A third possibility which attributes the

clouds to solid carbon dioxide particles appears inconsistent with the tempera-

tures expected in this altitude regime. (It should be noted that the pressure alti-

tude at which clouds are observed lies somewhere between 20roB and 100roB, the
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v

absolute altitude to which this corresponds is a function of the atmosphere

assumed). It would be possible to recognize water vapor clouds by passing them

over a screen covered with a material which becomes conducting in the presence

of moisture.

It should, of course, be emphasized that there is no assurance that the

capsule will at any time pass through a cloud layer.
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2.13 HYPERSONIC REGIME MEASUREMENTS

Measurements during the hypersonic portion of the flight have been con-

sidered for two specific objectives. First of all, there is always the possibility

of failure prior to attaining subsonic velocities and hence, information obtained

during the hypersonic regime would be the only type that was available and might

serve to give some indication of the cause of mission failure. Secondly, actual

measurements during the hypersonic portion of re-entry will serve to obtain

more accurate value for critical capsule design parameters. This, in turn, will

permit optimizing the design of subsequent capsules and utilize the weight savings

for increased instrumentation or other useful purposes.

In the design of the entry capsule the critical parameters are the heating

rates and deceleration as a function of time. This, in turn, results in a given

amount and rate of ablation as well as structural loading and stresses of capsule

components. In considering possible capsule failure, one finds that it is most

likely to occur at times close to those of peak deceleration and/or peak heating

rates. Unfortunately, when you examine the problem of transmitting any meas-

urements of these two parameters, one finds that the communication system is

blacked out from early entry (above 150 km) down to shortly after deceleration

when heating rates have become significant. (Blackout is expected to end at

about 70 Km for a vehicle with ballistic coefficient of 60, on a _/= -30 ° trajectory,

for an extreme I atmosphere}. For this reason, thought was given to significant

measurements that could be obtained prior to blackout but unfortunately, it ap-

pears that such parameters as deceleration and heat rates have not yet attained

significant values at that time. The only possible experiment that might aid in

capsule failure analysis would be a check on transmitter failure accomplished by

monitoring the time difference between blackout at two different frequencies.

(For details see section on Communications).

Since it did not appear practical to make measurements prior to blackout,

emphasis was shifted to making measurements during blackout, storing the data

and retransmitting the information after blackout has ceased. One strong
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implication from this is that it is imperative that the capsule and communication

system survive through the peak heating and peak g periods and this implies a

conservative design for the first capsule.

The most important information that can be obtained during the hypersonic

entry is the determination of the g loading encountered and of the amount of mate-

rial ablated. A slightly more sophisticated instrumentation system could be used

to indicate time of occurrence of specific deceleration forces and specific amounts

of heat shield ablated. The minimum hypersonic instrumentation system would

consist of an accelerometer along the velocity vector axis of the vehicle. A

preferable arrangement would include two more accelerometers on two axes

perpendicular to the previously indicated one. These accelerometers would be

set to indicate if certain values of g had been exceeded. As an example, the

accelerometer along the velocity axes could be set to indicate the maximum g on

a scale of 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 g with the ulti-

mate voltage output serving to indicate which of these steps had been exceeded.

Similar devices extending to lower maximum deceleration would be utilized on

the other two axes. In the more sophisticated instrumentation system the time

at which each of these g values had been exceeded would be recorded.

Similarly, a series of make/break ablation sensors would indicate the

depth of material ablated and this could be carried out for about five depths at

one point some distance removed from this location. Again, if desired, the time

of these events could also be recorded.

The recording device could be exceedingly simple, the signal simply being

stored in a series of gates or capacitors. This information would be transmitted

at a suitable time after end of blackout as determined by a delayed circuit in con-

junction with the g switch.

The accelerometer required for these measurements is well known and

have been tested on ballistic missile re-entry. The ablation sensors were de-

veloped during the course of nose cone design, and are explained at the end of

this section.
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Other possible measurements suchas heat transfer, shield temperature

flight dynamics were considered but the only one that appears to be pertinent for

the purposes of interest here might be the measurement of peak temperature

reached at the location of a particularly sensitive device.

Ablation Sensors

The use of ablation heat shields brought about the need to measure the loss

of material from the re-entry vehicle's heat shield. A number of approaches to

the problem were considered, including radio-active and ultra-sonic systems,

capacitive and inductive sensors, pneumatic and mechanical, as well as resis-

tive "break-wire" techniques. The resistive or "break-wire" approach was

chosen for development as being the simplest and most straightforward approach.

The large number of measurements required to define the surface as a function

of time made it necessary to develop small sensors that could be located close

together. The radio-active sensor would have required a means of installation

just prior to flight. Each of the other techniques had similar short-comings,

and the major design effort was applied to the "break-wire" approach.

In theory, such an ablation sensor is an extremely simple device, consisting

of fine wires embedded in the plastic shield. Loss of the shield material exposes

the wires to the hot gases. The resultant melting or breaking causes a step

change in resistance in the associated network.

The major problems encountered in reducing this "simple" device to a

practical sensor included:

a. Development of manufacturing methods

b. Development of installation techniques

c. Development of suitable circuitry

Since approximately twenty sensors are required for each re-entry vehicle,

it was necessary to develop a method of manufacture that would permit the sen-

sors to be produced in quantity and with repeatable accuracy of the location of

the breaks. With this in mind, effort was concentrated on the development of a
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sensor using printed circuits to locate the break wires. The sensor consists of

two cylindrical sections (Figure 2.13.1). The forward section, which contains

the break portions of the circuit, is made of blocks of material as similar Ks

possible to the heat shield. Theseblocks are glued together, turned, andglued

into the heat shield. The ablation rate at the detector's surface is then identical

to that of the shield. The rear section projects into the missile inner compart-

ment when installed, and contains the resistor network to which the break points

are connected. Each sensor is therefore a complete unit, and requires only

power to be applied.

The developmentof suitable installation techniqueswas a problem with

serious ramifications. If the presence of an ablation detector causeda part of

the heat shield to be less resistant than the main body, the hot gases could erode

more deeplyat these points, either giving inaccurate data or possibly destroying

the entire re-entry vehicle. Models tested in rocket exhaust actually were de-

stroyed in such a manner. Conversely, if the presence of the detector caused

a part of the shield to be extra resistant, the datawould again be inaccurate and

the aerodynamic characteristics of the vehicle might be affected.

Matching the characteristics of the shield and sensor require that the

material used in the body of the sensor match that of the shield andthat the

glue joints were not a point of weakness. The first requirement was met by

very close control of the materials used, requiring that they be obtainedfrom

the same source and to the same specifications andheat treatment as the shield.

Various techniqueswere tested to determine that the glue joint strength was

adequate. Plugs of various diameters andwith varying clearances were glued

into test models andburned in a rocket exhaust. It was generally found that

the plug diameter was not critical, and that clearances of up to 0.010 inch were

acceptable. However, the type of glue and cure used varied with the shield

material. A wide variety of combinations were tried as the program progressed,

and various materials were considered for use as s shield.
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On the surface, the problem of designing the detector is a simple one.

There is a serious complication, however, in that the ablative type materials

employed to date char in advance of the ablating surface, and this char is elec-

trically conductive. Thus, after a wire loop is broken open, it may again be

"closed" by this char, thereby affecting the indicated depth. The obvious solu-

tions are to make the impedance loads within the sensor low in comparison to

the char resistance, and to increase the char resistance by adding insulation on

either side of the printed circuit. Due to battery power limitations, there is a

minimum resistance which can be employed and extreme care mustbe used in

the selection of the insulating board material to prevent preferential ablation.

In one case, quartz was selected for its good high-temperature insulation. In

a rocket test of this combination, the ablation at the sensor location was greater

than the main body by a factor of three. It is thought that heat radiated down the

quartz insert weakened the glue bond and led to the undesirable results obtained.

It has also been proposed that the char be used to complete the circuit.

For some materials, this method works well, but for most of the ablating mate-

rials, the char is very weak, and is sheared off by the gas flow resulting in

inconsistent or varying resistance levels and an indeterminant output. Although,

as shown in Figure 2 ° 13.2, satisfactory results have been obtained in comparing

flight data with measurement of material erosion made on shields of recovered

vehicles, attempts to develop better sensors were continued.

Several alternate types of circuits other than the all resistor circuit have

been considered. In one circuit, diodes are used instead of resistors, so that

the effect of the char leakage resistance in altering the voltage output is reduced

by the diode Zener action. A second variation consists of using transistor

switching circuits which function as soon as the resistance across the break

point increases to a predetermined level. Some other circuits were also tested,

with varying degrees of success.

The best results were obtained with the circuit shown in Figure 2.13.3.

In this circuit, the approach of the char layer forms a conductive path across

the printed circuit from A to B. This current flow changes the bias on the
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transistor and permits a current flow which is limited by the resistor R3, thus

developing a known voltage across R 4. As the surface recedes, the point B will

be broken. Breakage of point B will attempt to further change the transistor

bias in the same way that leakage from B to A did, and the transistor will con-

tinue to conduct at a current limited by R 3. If the surface char flakes off or is

otherwise removed, the resistance across the open points of B will maintain the

transistor bias such that it will conduct at the current limit set by R3.

In the event that the surface recedes without forming a layer of char, the

breakage of B as the surface reaches the level of the break will cause the neces-

sary transistor switching action and the step change in output. Further recession

of the surface is noted by the breaking of B or the charring from A to B of succeed-

ing circuits.

Two phenomena overlap in their action. Initially, the voltage output is

zero since the resistance across B is zero, giving zero output, and the resis-

tance from A to B decreases or B breaks with an increase in resistance, the

output will increase to a value limited by the current through R 3. Since A and

B are physically located very closely together, the char resistance across B

or from A to B will be nearly equal. In this event, no matter what the resistance

is, the output will depend only on the current flow through R 3 which is unaffected

by such a change of resistance.

An ablation damage detector containing a circuit such as that shown in Fig-

ure 2.13.3 was subjected to a rocket exhaust to simulate re-entry conditions and

the test results indicated that the voltage predicted by pre-test calibration was

realized for each voltage step and that the breaks were clearly defined. Similar

good results were obtained from sensors installed and flown in the RVX-2 series

of re-entry vehicles.
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3.0

3.1

3.1.1

COMMUNICATIONS

SUMMARY OF RESULTS

Introduction

This section contains analyses and discussions of the problem areas and

trade-offs occurring in the capsule telemetry system. Both a relay link to the

Mariner spacecraft and a direct link to a DSIF ground station have been con-

sidered.

3.1.2 Comparison of System Capabilities

The communication system calculations have been based on the nominal

parameters tabulated in Sections 3.1.3 and 3.1.4. Although these particular

values are not unreasonable, they should not be taken as a precise definition of

the communication problem, but merely as a point to permit a comparative

analysis between systems. If a certain amount of caution is exercised, excur-

sions can be made from these nominal parameters by using the conversion fac-

tors of Section 3.2.

The data rate has been taken as a variable in the analyses. The typical

instrumentation system presented in Section 2 of this report requires a rate of

eight bits/sec.

Data rates in the vicinity of 25 bits/sec or more appear feasible on the

relay link with a 25-watt transmitter, using any one of several modulation

techniques, as shown in Figure 3.1-1.

For the direct link, the carrier-tracking power alone (with an 85-foot

paraboloid) requires about 33 watts of transmitter output power. Using a 50-

watt transmitter, a PCM/PS system offers a communication capacity of about

six bits/sec, while a PCM/PS/PM system offers about two bits/sec, as shown

in Figure 3.1-2.

In a broad analysis of this type, numerical results such as the above are

more valid on a comparative basis than on a definite basis. Time did not per-

mit the optimization of all parameters nor the precise evaluation of gain and
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attenuation estimates. Before starting the system design, a rigorous analysis

of the selected system must be made. By that time the mission parameters

should also be better defined.

The broad analyses showed further that a non-coherent relay link, using

PPM/AM or PCM/FM, does not appear feasible unless the frequency uncertainty

region (due primarily to doppler effect and long-term oscillator instability) can

be made very small.

Periodic checkouts of the transmission equipment during the transit time

between capsule separation and entry appear possible by using a small solar

cell-battery power supply system. If adequate power is available in the space-

craft, it would be better to operate the spacecraft receiver continuously and to

program only the capsule transmitter on for a period of perhaps 1-2 minutes

every other day. This would avoid the long power-consuming transmitting

periods which timing inaccuracies would require if the receiver were also

programmed.

The requirement for isotropic antenna pattern coverage for this checkout

function will be determined by the maximum rate of capsule tumble and the

acquisition time of the receiver. Tumbling rates as high as six rpm might be

permissible without losing lock.

It might also be desirable to check out the capsule transmitter prior to

separation from the spacecraft. It does not seem necessary nor desirable to do

this more than once. Such a check might range from a simple monitoring of the

DC voltage test points (requiring an umbilical connection) to actually taking a

calibrated RF wattmeter reading near the capsule antenna. If the latter is done,

extreme care must be taken in the design to prevent damaging the transmitter

through impedance mismatch due to the proximity of the spacecraft to the capsule

antenna.
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3.1.3 Nominal Relay Link Parameters

The nominal parameters used to permit comparative analyses of the modula-

tion techniques for the relay link are listed in Table 3.1.1.

(i)

(2)

(3)

(4)

(5)

(6)

(7)

(S)

(9)

(10)

(11)

(12)

TABLE 3.1.1

Nominal Parameters for Relay Link

Maximum transmission distance: 50,000 km

Data rate : variable. Presently estimated requirements are in the

vicinity of 8-25 bits/sec.

Frequency: 100 mc

Maximum range rate: 8 km/sec

All sources of frequency uncertainty except doppler effect are assumed

negligible.

Allowable acquisition time: one per cent of total communication time

Capsule antenna gain: 0 db

Spacecraft receiving antenna gain: 0 db

Receiving system noise figure: 10 db (This noise figure includes estimated

galactic noise and noise contributed by Venus itself, as well as receiver

noise. It should be refined before starting a specific system design. )

Margin: 8 db

Misc. RF losses: 3 db

Maximum phase-modulation index: 1.4 radians
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3.1.4 Nominal Direct Link Parameters

The nominal parameters used to permit comparative analyses of the

modulation techniques for the direct link are listed in Table 3.1.2.

TABLE 3.1.2

(3)

(4)

(5)

(6)

(7)

(8)

(9)

Nominal Parameters for Direct Link

Maximum transmission distance: 60 X 106 km

Data rate: variable. Presently estimated requirements are in the

vicinityof 8-25 bits/sec.

Frequency: 2295 mc

DSIF ground receiving station, having 85-ft (51.8 db) and 210-ft (61 db)

paraboloids and a 50° noise temperature.

Capsule oscillator stabilityis adequate to permit operation in a 3-cps

receiver loop bandwidth.

Capsule antenna gain: 0 db

Margin : 8 db

Misc. RF losses: 3 db

Maximum phase-modulation index: 1.4 radians

3.1.5 Factors Affecting Venus Capsule Telemetry Power Requirements

The factors listedin Table 3.1.3 significantlyaffectthe prime power

requirements of the capsule telemetry transmitter.
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TABLE 3.1.3

Factors Affecting Telemetry Prime Power Requirement

RE LAY
FACTOR LINK

DIRECT

LINK

Venus miss distance (affects doppler rate and X

transmission distance)

Transmitter efficiency (depends in turn on X

transmission frequency and power level)

Communication time (T) X

Data rate (includes sampling rate and encoding X

accuracy)

Modulation technique (reliabilityvs. efficiency) X

Allowable acquisition time (TL) X

Transmission frequency X

Antenna pattern, as dictated by encounter X

geometry

9. Range to Venus at encounter X

i0. Range rate to capsule X

11. Output S/N ratio or error rate required X X

12. Error correction coding X X

13. Capsule stabilizationprior to entry. X X

X

3. X

4. X

5. X

6. X

7. X

8. X

3.1.6 Communication System Weight Considerations

3.1.6.1 Method of Approach

In such a small vehicle as this capsule, the weight of the payload is of

prime importance. Thus, it is mandatory to compare the systems from the point

of view of available communication capacity versus the weight of the communication
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equipment and its batteries. This can be determined by combining the transmitter

equipment data for the relay link in Section 3.10 with the power supply weights

of Section 4, producing Figure 3.1.5 from Figures 3.1.3 and 3.1.4. Then from

the frequency considerations of Section 3.3 and the modulation system analyses

of Section 3.5, a curve of communication capacity versus frequency can be

plotted for each modulation system. This has been done for three typical systems

in Figures 3.1.6, 3.1.8 and 3.1.10 (PCM/FM/PM, PCM/PS/PM, and PCM/PS,

respectively}. Each of these can then be combined with Figure 3.1.5 to yield

the desired plot of communication capacity vs. weight. This has been done for

the three systems in Figures 3.1.7, 3.1.9 and 3.1.11.

3.1.6.2 Discussion of Results

Figures 3.1.6, 3.1.8 and 3.1.10 indicate the additional transmitter power

that is required to provide a given communication capacity at higher carrier

frequencies. This is due to the considerations presented in Section 3.2. How-

ever, the antenna weight decreases considerably at higher frequencies, and the

required increase in battery weight is rather small. Therefore, the entire

variation in weight with a change in carrier frequency is only a few pounds.

If weight alone were the sole criterion, these results would indicate that

500 mc is the optimum carrier frequency for low data rate systems. However,

weight alone is not an adequate criterion. Other factors which must be considered

are thermal dissipation, reliability, design simplicity, availability of qualified

components, past experience, etc. These considerations generally point toward

the 100-mc equipment. This is particularly attractive because of the possibility

of a completely solid-state transmitter. Since such a transmitter would not

require any warm-up time, it could be activated by a "g" switch upon entry and

perhaps eliminate the need for an accurate timer.

Therefore, on the basis of these considerations, a 100-mc solid-state

transmitter appears the most attractive.
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3.1.7 Signal Acquisition and Tracking

The results of the tracking and acquisition analysis indicated that for the

relay link a few watts of carrier power will give quite good performance for

ranges in the order of 20,000 to 30,000 kin., if the carrier frequency is in the

lower portion of the 100-500 mc band. This lower frequency will also place less

stringent requirements on the stability of the oscillators.

The results of the direct link analysis are more difficult to evaluate, since

two major problem areas require further resolution: oscillator stability and

pre-detection recording. There appears to be no oscillator presently available

which has been qualified to survive such an entry and still maintain adequate

stability to operate in a 3-cps receiver loop bandwidth. If such an oscillator is

developed, there still remains the problem of real-time acquisition by the DSIF.

This might be obviated by the use of pre-detection recording, allowing the use of

optimum filtering techniques for post-flight signal processing. The problems

involved here require further, more specific investigation.

3.1.8 Propagation Effects

The propagation effects investigated in this study include Venus ionospheric

attenuation, multipath effect, and communication during entry.

Calculations using the JPL model atmospheres showed the maximum

ionospheric attentuation to be 1.35 db in the Extreme II atmosphere. The attenua-

tion was found to be less than one db with the other atmospheric models as well

as at higher frequencies. Calculations showed that the multipath problem (from

the surface of Venus) for the relay link could be obviated by adequate suppression

of forward gain of the capsule antenna radiation pattern.

Calculation of the entry plasma characteristics showed that radio frequency

blackout will occur upon entry for the blunt capsule both at Venus and at Mars.

The only possibility found for entry communication is to use a flared-cone con-

figuration, and even then, an unseparated flow field condition would have to exist

at least in the neighborhood of the antenna.
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3.1.9 Frecluency Considerations for Post-Entry Communication

The transmission frequency of the direct link was constrained for the

purposes of the study to 2295 mc, and that of the relay link to the 100-500 mc

range. Taking account of transmitting equipment capabilities, antenna size,

weight and losses, noise, doppler, and free-space attenuation, it appears that

for the relay link a 100-mc carrier (permitting the use of a solid-state trans-

mitter which at present can be obtained with up to 25 watts of RF output power)

would be most desirable, provided that the aft bulkhead or cover of the vehicle

is large enough to contain the rather large crossed-slot antenna which is required

at that frequency.

3.1.10 Error-Correction Coding

A brief study was made regarding the weight and effectiveness of a single-

bit parity encoder and its corresponding decoder. It was found that for a seven-

bit word, the use of such a Wagner code would reduce the required transmitter
-3 -4

power by about 2.5 db for 10 and 10 bit-error rates.

The encoding equipment in the capsule would weigh about five pounds and

draw about five watts of power. The corresponding decoding equipment on the

spacecraft {for a relay link) would weigh about ten pounds and draw about ten

watts of power. (Of course, these decoder requirements would not be a significant

factor in the direct link. )

Since the capsule's transmitting equipment and battery power supply are

quite lightweight, it appears that, for the low data rates presently anticipated,

the reduction offered in transmitter power does not justify the additional weight

and complexity of the error-correction equipment. However, for higher data

rates requiring higher transmitter powers, the reduction in transmitter complexity

(through lowering the required power output) might make error-correction coding

appear attractive, even though it would not reduce the payload weight significantly.
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3.1.11 Relay Equipment for the Spacecraft

In comparing the relay link to the direct link, due account must be taken

of the receiving equipment required in the Mariner spacecraft. In this study

this has been considered as only a secondary factor and in the binary form,

"too heavy" or "not too heavy. "

It was readily found that the receiving equipment did not appear to be too

heavy. A typical receiver (to produce a demodulated digital output) would weigh

about five pounds, require about 15 watts, and be about 4 X 4 X 7 inches in size.

It could be completely solid-state with a low-noise Germanium transistor front

end, and would thus have a very high reliability.

A crossed-dipole receiving antenna mounted either on the planet horizontal

platform (PHP) or on the favored side of the vehicle (i. e., the side predicted to

be toward Venus, based on ephemeris data of the Sun and Canopus), and having

about a hemisphere of coverage appears to be satisfactory. This would weigh

only about one to two pounds, including its marcher and cabling.

v
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3.2 CONVERSION FACTORS

In this section will be pointed out some of the more obvious conversion fac-

tors which can be used when deviating from the nominal parameters of Tables

3.1.1 and 3.1.2, on which the analyses have been based.

(1) Transmission Distance - The required transmitter power will vary with

the square of the transmission distance. It should be noted here that this

refers to the maximum transmission distance, not to the miss distance.

If the miss distance is changed significantly, this will affect the acquisi-

tion time, and reference must be made to Section 3.4.

(2) Carrier Frequency - Section 3.3 contains a discussion of the frequency-

dependent variables in this analysis. In particular, a change in carrier

frequency will significantly affect the following quantities:

(a) Free-space attenuation

(b) Noise level

(c) Antenna losses

(d) Threshold carrier power requirement

(e) Pre-detection bandwidth

Quantities (a), (b), and (c) have been lumped together and plotted in Figure

3.2.1. This can be used over the linear region of the power versus data

rate curves for the coherent systems. Multiplication of K(f) times the

100-mc power yields an equivalent 100-mc power for systems operating

above 100 mc.

In the region below threshold it should be noted that the frequency uncertainty

is directly proportional to the carrier frequency (due to doppler effect).

Therefore, the loop bandwidth - hence, the minimum carrier power re-

quirement - must be increased as the square root of the carrier frequency,

in order to hold the acquisition time constant. When operating in the thres-

hold region, this correction must be applied over and above that shown in

Figure 3.2.1.

III-3-21



(3)

(4)

The pre-detection bandwidth is directly proportional to the carrier fre-

quency, due to doppler effect. This correction applies to the noneoherent

systems (such as PPM/AM) with their RF thresholding problems.

Acquisition Time - The allowable acquisition time has been chosen to be

one per cent of the total communication time, i.e., a nominal 18 seconds

for a 30-minute descent. Conversion to other acquisition times is covered

in Section 3.4.

Other Variables - Values other than the nominal values used for such

quantities as antenna gains, noise figure, miscellaneous RF losses, and

margin may be directly substituted into the transmitter power requirements.
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3.3 FREQUENCY CONSIDERATIONS FOR RELAY LINK

The transmission frequency of the relay link is constrained in the study to

the band from 100 mc to 500 mc. The results of the study indicate that the

optimum frequency does indeed lie within this band. The primary factors which

prescribe these limits are the antenna size, antenna losses and galactic noise

which increase with decreasing frequency and free-space attenuation which

increases with increasing frequency. These and other factors are considered in

this section. Those factors which are described in more detail in other sections

are discussed only briefly here. The overall relationships among data rate,

communication system weight, and frequency are illustrated in the summary

(Section 3.1).

3.3.1 Transmitter Size_ Weight and Efficiency

The size, weight and prime power requirements of the transmitters

utilizing a tube in the power amplifier stage and having equal RF power output

tend to increase with increasing frequency (see Section 3.10); however, the

variation is not significant. If no more than 25 watts of transmitter power are

required, a solid-state transmitter can be utilized at the low end of the band

(_ 100 mc). This not only results in a reduction of size, weight, and prime

power over tube transmitters, but also eliminates warm-up requirements and

offers greater reliability.

3.3.2 Transmitter Antenna Weight_ Efficiency and Breakdown

Transmitter antenna weight and loss increase as frequency decreases under

the constraints placed on the system as described in Section 3.11. The variations

with frequency are shown in Figure 3.3.1.

The power level at which the antenna breaks down is expected to be slightly

higher at the upper end of the frequency band. The actual magnitude is unknown

but is expected to be higher than that in the earth's atmosphere (see Section 3.11).
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3.3.3 Transmitter Frequency Stability

Both frequency drift and oscillator phase jitter in the transmitter and

receiver oscillators increase with increasing frequency. Frequency drift is

objectionable since the band which the acquisition circuit sweeps must be increased

by the value of the possible drift between the two oscillators. This, of course,

increases the acquisition time. Oscillator phase jitter can cause degradation of

the signal and loss of phase lock. As phase jitter increases, the loop bandwidth

and, therefore, RF signal power must increase if performance is to remain

constant.

Ordinarily, neither drift nor jitter would pose a significant problem in the

system at the frequencies being considered using available crystals. The slow

drift during the mission could be corrected periodically prior to entry. Phase

jitter would be relatively small compared to that allowable with the broad phase

lock loop bandwidth required for fast acquisition. However, contacts wi_h vendors

and the U.S. Army Signal Corps at Fort Monmouth, N.J., indicate that no

oscillators have previously been subjected to the environment expected in the

capsule at entry. Therefore, further development may be required to obtain a

suitable oscillator for the transmitter. In this case, the desirability of using a

low frequency to reduce the stability requirements will depend on the relative

ease or difficulty with which the stability requirements can be met at the higher

frequencies under the capsule environmental specifications.

3.3.4 Free-Space Attenuation

Free-space attenuation (4_ R/X )2 is the dominant factor which degrades

the communication capability with increasing frequency. Free-space attenuation,

of course, is a factor used in the range equation for mathematical convenience.

The physical cause of the degradation is the reduction of the effective area of the

receiving antenna with increasing frequency in order to hold the antenna bearnwidth

relatively constant.
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As may be noted from the above expression, free-space attenuation reduces

the communication capability by a factor of 25 (14 db) as frequency is increased

from 100 to 500 mc; however, since this is accompanied by a reduction of antenna

size and weights, the overall effect on the capsule is not as significant.

3.3.5 Receiver System Noise Temperature

The noise temperature of the receiving system is derived from receiver

noise and RF losses inside the spacecraft and the effective noise temperature

which the antenna "sees" external to the spacecraft.

Inside the spacecraft the noise will be due primarily to the receiver itself.

The noise figures given in Section 3.12 for receivers in the frequency range of

interest has been converted to noise temperature and plotted in Figure 3.3.2.

The relation utilized for the conversion was

T = 290 ° (F-l)

where F is the receiver noise factor.

The external noise temperature is plotted in Figure 3.3.2. The assumption

has been made that the galactic plane is included in only a small portion of the

hemispherical antenna pattern and that the major portion of the noise is derived

from galactic noise in the direction normal to the galactic plane. The noise from

the Sun and Venus has also been neglected. These assumptions result in optimistic

values, especially at the higher frequencies where Venus, if closely approached,

might contribute significantly compared to the value given for galactic noise.

The sum of the internal and external noise is shown in the same Figure.

3.3.6 Plasma Attenuation

Transmission through the plasma during entry appears feasible only for a

sharp-nosed body, and then only for "no separation" flow. In general, attenuation

decreases with increased frequency. The variations are shown in Section 3.8.
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Losses due to plasma attenuation are not included in the calculations of RF power

requirements for the various communication systems in this report.

3.3.7 Ionosphere Attenuation

Ionospheric attenuation increases with decreasing frequency; however,

calculations in Section 3.6 indicate that it is negligible in the frequency band of

interest. The highest value to be expected occurs in the Extreme I atmosphere

at 100 mc and is less than 2 db. As with plasma losses, no values of ionospheric

attenuation have been inserted in the RF power requirements calculations.

i
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3.4 SIGNAL ACQUISITION AND TRACKING

3.4.1 Introduction

Several of the detection processes investigated in this report require

coherent tracking of a carrier signal received from the capsule. The frequency

of the received signal must first be located; then, an internally generated signal

at the receiver must be locked in phase with the received carrier and must be

capable of following all further phase variations of the carrier.

The capability of a phase-lock loop which will acquire and track the signal

is determined in this section. Its parameters are then related to those of the

relay and direct communication links.

In the analysis it will be assumed that a carrier signal is present without

regard to how it is derived from the power transmitted from the capsule; i.e.,

it is of little importance here whether the carrier is transmitted as a carrier

(such as in PCM/PS/PM) or is derived from the spectrum containing the

information (as in PCM/PS). This will affect the efficiency of the communication

system, but will be taken into account in the evaluation of the modulation techniques.

3.4.2 Factors Affecting System Capability

A phase-lock loop will be considered for the purpose of tracking the

frequency and phase of the received signal. The parameters of interest in the

loop are the effective noise bandwidth and the signal-to-noise ratio required in

that bandwidth, since they determine the amount of transmitter power required

in the carrier. Several factors must be taken into account in determining the

noise bandwidth. These include:

1. thermal noise

2. phase jitter due to instability of the transmitter and receiver

oscillators

3. sweep rate for signal acquisition

4. doppler rate
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Although it is desirable to reduce the bandwidth toward zero in order to

minimize thermal noise, the latter three factors tend to restrict the reduction.

The phase variations due to oscillator instability should be followed as

closely as possible not only to reduce degradation of the information accompanying

the transmitted carrier, but also to reduce the probability of losing lock and

thereby losing all information. As oscillator instability increases,the noise

bandwidth of the loop must also be increased in order to hold information

degradation and probability of losing lock constant.

Acquisition of the incoming signal is accomplished by sweeping the internally

generated signal through the frequency band in which the former is known to exist.

A low probability of phase lock will exist unless the loop can respond adequately

to the transient resulting from the coincidence of the two signals. The signal

acquisition capability of a loop can be increased by broadening the loop bandwidth

and/or decreasing the frequency uncertainty. Frequency uncertainty can result

from:

1. long-term oscillator drift during the journey of greater than 100

days.

2. abrupt oscillator frequency change due to high g-loading during

capsule entry.

3. oscillator frequency change due to temperature variation if ade-

quate temperature control cannot be maintained during entry and

the subsonic descent of the capsule into the relatively hot Venusian

atmosphere.

4. doppler shift.

In addition to oscillator phase jitter and the sweeping action for acquimitlon_

doppler rate also precludes the possibility of reducing the loop noise bandwidth

to zero. In effect doppler rate places approximately the same requirement on

the loop bandwidth as an equal sweep rate for acquisition.
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The applicability of the above mentioned factors to each of the types of links

and methods of reducing their effects are discussed below.

In the analysis to be presented for the relay link, it will be assumed that

all factors causing frequency uncertainty are negligible or can be made negligible

except the doppler shift. Long term drift can be eliminated by comparing and

correcting the frequency of the receiver both prior to capsule separation from

the spacecraft and periodically after separation until entry occurs. If capsule

propulsion is utilized so that separation can occur a relatively short time prior

to entry, no post-separation corrections appear to be necessary. Temperature

change and g-loading should not result in significant frequencies if proper design

techniques are utilized.

The doppler shift has been determined in Appendix A under the assumption

that the trajectories of the capsule and spacecraft with respect to Venus and each

other can be predicted to a relatively high degree. This allows optimization of

the system; any uncertainty in parameters such as range, communication time,

and spacecraft velocity will result in more stringent requirements on the tracking

system than those determined in the analysis. Adequate information is contained

in the analysis, however, to allow corrections to be made where conditions are

other than those assumed.

3.4.2.1 Relay Link

The results of the following sections indicate that the dominant factor that

limits the minimum loop bandwidth in the relay link is the sweep rate required for

signal acquisition. Since only a few minutes of communication will be available,

fast acquisition time is mandatory. As noted later the sweep rate required for

acquisition should be much greater than the doppler rate and, therefore, the

effects of the latter will be negligible. This suggests the possibility of an adaptive

system which will switch to a narrow bandwidth after the signal has been acquired.

This would yield good loop dynamic characteristics during acquisition and reduce

phase jitter due to thermal noise during the tracking phase, thereby reducing

the probability of loss of lock. Although this procedure is described in the literature,

no reference to a working model has been found.
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Considering the bandwidth which will be shown to be available on the basis

of transmitted power, range, etc., and considering the low transmission frequency,

the oscillator stabilityrequirements will not be difficultto meet. However, ifan

adaptive loop is implemented as mentioned above, the stabilitymust be consistent

with the minimum bandwidth utilized.

3.4.2.2 Direct Link

The factor in the direct link which places a lower limit on loop bandwidth

appears to be oscillator instability. This is a critical problem, since the

minimum loop bandwidth predicted for the DSIF with crystal oscillators is 3 cps,

while it will be shown that less bandwidth is desirable if an 85-ft. dish is utilized.

The problem becomes even more severe since there does not appear to be an

oscillator at the present time with adequate stability to satisfy this requirement

in the high-g environment expected in the capsule. This problem is not as critical

in the relay link, since the signal frequency is expected to be an order of magnitude

lower, and power is available to allow a much larger loop bandwidth.

Allowable loop acquisition time for the direct link is a more nebulous

quantity than that for the relay link. In the latter, real-time acquisition was

mandatory; however, for the direct link it appears that the probability of rapid

acquisition in real time is very low. This is due to both the narrow loop bandwidth

required and the relatively large region of frequency uncertainty which may exist.

The latter may result from the inability to acquire the signal for a long period

prior to entry due to vehicle tumbling combined with the limited periods of trans-

mitter "on=time"; or, even if the signal is acquired just prior to entry but lost

during entry, the transmitter frequency may change considerably during entry

(in comparison to the loop bandwidth) due to the severe environment and result in

a prolonged search for re-acquisition. Because of these possibilities, predetection

recording in the uncertainty bandwidth appears desirable as a back=up; however,

itis recognized that there may be many problems inherent in this technique, such

as limited dynamic range and time-base stabilityof the record/reproduce operation,

which require further investigation. If_however, predetection recording proves
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feasible, acquisition time is of no consequence since the data can be played back

continually until phase-lock is achieved.

The remaining factor, doppler rate due to the relative motion between the

Earth and Venus, which would ordinarily place a requirement on the loop band-

width should be no problem. It can be removed by means of an ephemeris-

controlled oscillator as was used in the DSIF for the radar exploration of Venus.

3.4.3 Description of Phase-Lock Loop

The phase-lock loop considered in this report is a basic type II loop with

the addition of a limiter at the output of the IF section. The limiter provides a

gain control function since the gain of the loop depends upon the amplitude of the

incoming signal. The advantages of limiting were set forth in Reference 3 and

the acquisition characteristics of a type II loop with limiting in the presence of

noise were recently determined by the Defense Systems Department of General

Electric (Reference 1) utilizing a GEESE* model of the system. The results of

the latter will be used in the following analysis. Since the type II loop has been

discussed extensively in the literature, the theory of operation will not be re-

derived here and only the resulting equations and a brief discussion will be given.

The block diagram of the particular phase-lock loop considered in the

computer simulation described in Reference 1 is shown in Figure 3.4.1. The

incoming signal is mixed with the local oscillator signal and filtered in the IF

amplifier. It is then fed into a band-pass limiter. In the locked condition, the

IF signal is of exactly the same frequency as the reference oscillator, and only

a phase difference exists between them. The phase detector senses any phase

error, and its output is a voltage proportional to the sine of the phase d'.fference.

This error voltage is filtered and applied to the VCO (Voltage-Controlled Oscillator}

to control the VCO frequency. The dynamic characteristics of the loop are

*General Electric Electronic System Evaluator
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determined primarily by the characteristics of the control filter, H(s), which

is a proportional plus integral filter.

The loop transfer function is (for 0._ >> _1 ).

CVCO (S) K (022/0,1)(S + 021)

02 (°22 / 0210 2+K S+_¢ SIG (S) $2 + 2 n

(3.4-1)

or

VCO (S) K (w2/021) (S + 021)

¢SIG S2 + 2 E 02n S+CCn 2

(3.4-2)

where,

022 and 02 1 are the critical frequencies of the loop filter

H(s) = (S+ _I)/(S+ _2)

K is the loop velocity constant

is the loop undamped natural frequency 022 )02n

CK 022/ 2is the loop damping factor (_ 1/2 u)1

The phase error response is

CERROR (S) S (S + 022)

CSIG (S) S2 + 2 _ 02n S+ o_ 2

(3.4-3)
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3.4.4 Acquisition Capability of Phase-Lock Loop in the Presence of Noise

In the particular loop utilized inthe computer simulation, for a given

equivalent noise bandwidth, Bn, the natural frequency, Wn, is a maximum for a

loop damping factor of _ = 1/2. Conversely for a given natural frequency, the

noise bandwidth is minimum when C = 1/2. The comparative data on systems

with damping factors indicate that for _ > 1/2 there is no marked change in

acquisition characteristics; but for _ = 1/3, the acquisition performance is sig-

nificantly poorer than for _ _ 1/2. When the IF signal is limited, the loop can

be designed so that at some S/N ratio, a high probability of acquisition is

obtainable for a given sweep rate. The limiter performs a gain control function

which provides good dynamic performance. In addition, when using the limiter

and "matching"* the gain at some minimum expected S/N ratio, the loop operates

as well at the match point as would a linear loop. (Any increase in S/N ratio will

improve acquisition performance over that obtainable with a linear loop. ) The

overall system performance is generally better for _ = 1/2, inasmuch as the

decrease in probability of acquisition is not as rapid with increasing sweep rate

and noise does not degrade the performance as much. The apparent improvement

in maximum sweep rate for higher damping factors, and the decrease for lower

damping factors, are due to the relative stability of the loops.

From the results an empirical formula was developed in Reference I to

predict the sweep rate for a 90 per cent probability of acquisition. The accuracy

of the formula in predicting the 90 per cent point is within I0 per cent of the

measured values, and holds for damping factors equal to, or greater than, 0.5

1/2).

(_/2 -2.2e_o) (0.91_ ¢c2

R90 (cpslsec) = C_o no (3.4-4)
2_ (1+5)

*_'Matching" is the procedure whereby the loop gain is set to give a minimum

noise bandwidth (C = 1/2) at one S/N ratio in the IF, (S/N)I F. Figure 3.4.4 shows
the factor, _,by which the signal voltage out of a limiter varies as a function of

S/N ratio into the limiter, (S/N)I F. The point at which C = 1/2 is set is designated

_O"
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where

0

5

(_0

Wno

= calculated rms output phase jitter

= overshoot

= signal suppression factor in limiter

= suppression factor for the (S/N)IF for which loop is "matched"

= natural frequency of loop at matched point

1/2

The calculated rms output phase jitter, v o' is given by

Cro : [1'2 (N/S)IF(Bn/BIF)] 1]2 : [1/2(N/S)out]

where,

(S/N)I F is the signal-to-noise ratio in the IF section

BIF is the IF bandwidth

B is the loop bandwidthn

(S/N)ou t is the signal-to-noise ratio in the loop noise bandwidth

(3.4-5)

This equation is plotted in Figure 3.4.2 along with a curve showing the

average experimental values obtained. The calculated value given above is to be

used with Equation (3.4-4); however, the predicted value of phase jitter for a

given (S/N)ou t is to be taken from the experimental curve.

The overshoot, _, is obtained by considering the phase response of the

loop to an input ramp of frequency and is given by

5 : exp [-_1_--__C2]
(3.4-6)

This function is plotted in Figure 3.4.3.

The signal suppression factor, (_, results from the characteristics of an

ideal limiter in the presence of noise. The variation of _ with S/N at the input to

the limiter is shown in Figure 3.4.4.
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The noise bandwidth of the loop, Bn (cps), is related to the natural frequency

of the loop, o_' (rad/sec), by
n

B _ wn (1 + 4 _2) (3.4-7)
n 4_

B is minimum when _ = 1/2. Its value at that point is B = , .n n °_n
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3.4.5 Analysis

3.4.5.1 Relay Link

In the following analysis the relationships among transmission range,

frequency, loop noise bandwidth and the transmitter power required are first

determined; then the required loop noise bandwidth will be determined in terms of

the closest approach of the spacecraft to the capsule and the acquisition capability

of loop.

The system described in Section 3.1 will be utilized for the calculations.

An allowable rms phase Jitter of 20 ° will be assumed which results in a required

signal-to-noise ratio of 7.5db in the loop noise bandwidth, Bno (Appendix B). The

relationship between transmitted power and bandwidth for a transmission range

of 10,000 km and a transmission frequency of 100 mc is determined in Table 3.4. 1.

Table 3.4.1

Carrier Power Transmitted

Transmitter Antenna Gain

Propagation Loss (100 mc; 10000 km)

Receiver Antenna Gain

Miscellaneous Losses

Carrier Power Available at Receiver:

Receiver Noise per cps

Bandwidth

Noise Figure

S/N Required

Margin

Power Required at Receiver:

10 log P dbw
C

0.0 db

- 152.5 db

0.0 db

- 3.0 db

10log P - 155.5 dbw
C

- 204.0 dbw

10 log B db
no

10.0 db

7.5 db

8.0 db

10 log B -178.5 dbw
no
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Then,

or,

i0 log P - 155.5 = i0 log B -178.5
C no

10 logP = 10 log B -23 dbw (3.4-8)
C no

This function is utilized to plot figures 3.4. 5, 3.4.6 and 3.4.7 for 4 values

of range and 3 values of frequency. This then gives the available loop noise band-

width in terms of the system parameters•

The results of Appendices A and B can now be used to determine the required

loop noise bandwidth. In Appendix A the total doppler shift observed by the receiver

was found to be described by (Equation A-8).

BS = fd max T (3.4-9)

where,

fd max is the maximum dopp!er rate

T is the communication time (time from capsule entry to impact)

Appendix B gives the loop noise bandwidth at the "match" point as a function of

sweep rate for 90 per cent probability of acquisition in a single sweep (Equation B-7):

Bno = _/9 R90 (3.4-10)
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Neglecting frequency uncertainties in the capsule-to-spacecraft link other

than the doppler shift given by Equation (3.4-9), the sweep rate can be written

as

BS fd max T
_ _ (3.4-11)

R90 T L T L

where T L is the time required for one complete sweep of the defined frequency

band, B S, and is interpreted as the maximum time "lost" in acquiring the signal

after loss of phase lock (neglecting the 10 per cent probability that more than one

sweep is required).

Utilizing Equations 3.4-10 and 3.4-11, the required loop noise bandwidth

can be expressed as

B _9f d Tno max T L
(3.4-12)

T
Defining _ = L _ the maximum percentage of communication time or

T

data that is lost during a single acquisition, Equation 3.4-12 becomes

B =_9 fd maxno E

(3.4-13)

The required bandwidth is shown in Figures 3.4.5, 3.4.6 and 3.4.7 for

different values of ¢ and assuming VS --- 8 km/sec. The intersections of the

curves (dashed lines) for available and required bandwidth therefore indicate

the minimum signal power required as a function of range, frequency, and per

cent of lost communication time per acquisition.

It may be noted that the form of the above equation is identical to that

commonly used for determining the bandwidth required for loop hold-in in the

presenc3 of doppler where c _ 1. Since, for essentially continuous communication,

c must be much less than unity, the requirements for doppler hold-in will be
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negligible compared to those for acquisition. In fact, the doppler rate can be

utilized to advantageif the frequency sweepingfor acquisition is always in the

direction of the doppler change(continuously decreasing frequency). The fact

that the function is monotonic also leads to the possibility of continually reducing

the highest frequency of the sweepband to the frequency being observed.

The preceding analysis and the abovecomments apply only if no communication

is attempted during capsuleentry. During capsule entry both the entry plasma

attenuation and an increased doppler rate will complicate the situation. The

behavior of the doppler frequency may be described qualititively as follows:

There is negligible doppler prior to entry, and the receiver observes the trans-

mitter frequency, f ; during the relatively few secondsof entry, the frequencyo
observed will increase to the value corresponding to thatfortheparticular trajectory

geometry at that time and for a stationary capsule (Figure A-l, Appendix A)°

The doppler rate during entry is therefore dependentuponthe deceleration of the

capsule and the value of 0 (Figure A-l) during entry. For 0 _ 0 during entry the

doppler rate can be very low; however, significant values of 0 are expected.

The dashed lines on the graphs through the intersections of the curves for

available and required bandwidth were drawn for convenience. It should be noted,

however, that in drawing these lines, the approximation R = R (where R is the
o

communication range used to determine available bandwidth and R is the distance
o

from capsule to spacecraft at closest approach used to determine required band-

width) was made. The effect of this approximation depends on the maximum value

of eduring the communication period; for instance, if e = 30 °, the actual

value of available bandwidth will be three-fourths (_) = cos 0
R

that shown on the graphs. For a more precise determination of system capability

than indicated by the dashed lines, the predicted maximum value of R and minimum

value of R should be used.
O

3.4° 5° 2 Direct Link

The parameters of the reference system described in Section 3.1 will be

utilized to determine the relationship between loop noise bandwidth and the
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transmitted carrier power required in the direct link. As in the relay link, the

rms phase jitter will be taken as 20 °, which results in a required signal-to-noise

ratio of 7.5 db in the loop bandwidth. The calculations are shown in Table 3.4.2.

Table 3.4.2

Transmitter Carrier Power

Transmitter Antenna Gain

Propagation Loss

Receiver Antenna Gain (85 ft--dish)

Miscellaneous Losses

Carrier Power Available at Receiver:

Receiver Noise per cps

Bandwidth

S/N Required

Margin

Carrier Power Required at Receiver:

Then,

10 log P dbw
c

0.0 db

- 255.3 db

51.8 db

- 3.0 db

10 log P - 206.5dbw
C

- 211.6 dbw

10 log B db
no

7.5 db

8.0 db

I0 log B - 196.1 dbw
no

or,

10 logP -206.5 = 10 log B - 196.1
C no

10 log P = 10 log B + 10.4 (3.4-14)
C no

This relationship is plotted in Figure 3.4.8.

Also, the function is plotted for the same system with a 210-foot dish

(61 db gain) instead of the 85-foot dish. Note that 33 watts of carrier power are

required if an 85-foot dish is used, even if the noise bandwidth can be held to 3

cps, the present minimum for DSIF. Only 4 watts are required with the

210-foot dish.
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The frequency search capability of the system can be determined by

comparing the available bandwidthplotted in Figure 3.4.8 with the loop noise

bandwidth of Figure B-1. For a loop bandwidthof 3 cps, the sweeprate is

found to be 1 cps/sec.

3.4.6 Results

3.4.6.1 Relay Link

The results of the analysis are illustrated in Figures 3.4.5, 3.4.6 and

3.4.7. The curves may be summarized as follows: The solid slanted lines indicate

the available bandwidth as a function of carrier power transmitted (Pc) signal

frequency (fo), and path length (R); the solid vertical lines indicate the bandwidth

required as a function of signal frequency, path length at closest approach (Ro),

and the maximum percentage of total communication time lost for each acquisition

of the signal when phase lock is lost (_); the slanted dashed lines drawn through

the intersections of the preceeding curves for R = R (the effect of this approxi-
o

mation is discussed in Section 3.4.5. 1), therefore, define the minimum carrier

power required for particular values of the parameters f , R and ¢
o

These results indicate that a few watts of carrier power will give good

tracking and acquisition performance for ranges in the order of 20,000 to 30,000

km if the carrier frequency is in the lower portion (f _100 mc) of the frequency
o

band considered. A low frequency is not only desirable because of the lower power

required, but also because it will place less stringent requirements on the

stability of the oscillators. Although it appears from the analysis that a frequency

less than 100 mc might be advantageous, ionospheric reflection and antenna size

and efficiency will probably not allow the use of a lower frequency.

3.4.6.2 Direct Link

The results of the direct link analysis are more difficult to evaluate, since

two problems which appear to be major must yet be resolved: oscillator stability

and predetection recording. If the 85-foot dish is utilized, a narrow loop
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bandwidth is mandatory. With the present minimum bandwidth allowed for the

DSIF (3 ops), 33 watts of carrier power are required. The magnitude of the

problem of obtaining an oscillatorwhich will survive entry and maintain

adequate stabilityto operate in thisbandwidth is not presently known. None have

been found to be available at present; however, there are indicationsthat one could

be developed (see Section 3.10). Ifsuch an oscillator is made available, there

yet remains the problem of real-time acquisition. A 3-cps loop bandwidth allows

a sweep rate of i cps/sec. This may be adequate ffthe signal can be acquired

prior to entry and ffthe oscillatorfrequency changes no more than a few cps due

to the entry environment. Tests will be required to determine these characteristics.

If real-tlme acquisition is unlikely, predetection recording will be necessary.

As mentioned previously there appear to be several problems to be resolved, such

as dynamic range and time base stabilityof the record/reproduce operation, before

this technique can be utilizedeffectively.

Ifthe 210-foot dish is available, 25 watts of transmitted carrier power will

result in an allowable loop bandwidth of approximately 20 cps. This not only

relieves to a certain extent the oscillator stabilityrequirement, but also a11ows a

sweep rate of 40 ops/sec for real-time acquisitionpurposes.

Another possibilityfor reducing the oscillator stabilityproblem is the

utilizationof a transmission frequency lower than 2295-mc. Since the capsule

antenna is gain limited and the ground antenna is area limited there is no theoretical

loss associated with a reduction of frequency (Gt Gr c_= constant, where ctis

free-space attenuation). The factor which will probably place the lower bound on

frequency is sky noise; however, spectrum allocation and ground equipment

availabilityare other factors which must be considered. The present 960 mc DSIF

frequency appears to satisfy these constraints. Although the frequency advantage is

relatively small (frequency reduction of 2.4:1), thispossibilityshould be considered

along with the possibilityof utilizinga lower frequency.
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APPENDIX A

DETERMINATION OF DOPPLER VARIATIONS

For the purpose of determining the doppler shift observed at the space-

craft receiver we shall utilize the trajectory geometry indicated in Figure A-la.

A straight-line, constant velocity (V S) spacecraft trajectory is assumed. The

doppler frequency is then given by

V

r f (A-l)
fd - C o

where

V is the relative velocity between the spacecraft and capsule (km/sec)
r

C is the velocity of light (3 x 10 5 km/sec)

f is the transmitter frequency (cps)
O

The relative velocity may be determined from the geometry and is

dR d [ 2 2S)1/2 ]V - - (R + X
r dt dt

= _- R + (Vst)

V2st

[R_ + (Vst)2]I/2

(A-2)

where

R is the range from spacecraft to vehicle (km)

R is the range from closest approach (kin)
O

X is the distance from spacecraft to the point of closest approach (kin)
S

V is the spacecraft velocity with respect to Venus (km/sec)
S

t is time (sec)
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From (A-l) and (A-2) the doppler frequency is

Vsf ° V S t VS fo XS

fd - C JR: + (Vst)2] 1/2 - C JR: + X_] 1/2

(A-3)

This function is sketched in Figure (A-lb)

The maximum total doppler shift which can occur is then

Vsf o

B ffi fd (t=_°) _fd (t= -_)= 2 - 2f d (A-4)s max C max

If, then, transmission is to start when the spacecraft is a large distance from

the point of closest approach ( X S :_ Ro) and end when it is a large distance

past the point of closest approach, (A-4) gives the minimum bandwidth which

must be swept by the receiver in order to be assured that the received signal

is within the sweep band. This case, however, is pessimistic since the receiver

will never observe the signal when it is at f + fd The actual dopplerO - max.

shift is given by

VS fo VS t2

BS- C JR: + (Vst2)211/2 - JR:

V S tI

(Vstl)2 ] 1/2

(A-5)

where

t
1

is the time at which communication begins referred to t =

(assumed here to be immediately after capsule entry)

OatxffiO

t 2 is the time at which communication ceases (assumed to be at capsule

impact)

In order to simplify further analysis the assumptions will be made that the
T

communication period, T, is centered about t = 0; i. e., t 1 = t2 = -_ and that
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V T

R > s The resulting value of B will be slightly pessimistic but will be
o 2 s

reasonably close to the actual value for the trajectories which are exl_,cted

(spacecraft is several thousand kilometers from capsule impact area and lags

capsule by a few minutes). With this assumption Equation A-5 may be rewritten

as

VS fo VsT
_ (A-6)

BS C R
O

Since the maximum doppler rate, fd max' can be shown to be

• V2sf °

fd - (A-7)max CR
O

then equation A-6 may be rewritten as

BS = fd maxT (A-S)

The above assumptions have therefore led to the case where the doppler shift

is approximated by the product of the maximum doppler rate and communication

time.
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SPACECRAFT

CAPSULE

R Ro

Xs X=O

VENUS

A. TRAJECTORY GEOMETRY FOR DOPPLER CALCULATIONS

f

fo + fD MAX

X

__fo____

B. CORRESPONDING DOPPLER VARIATION (FOR STATIONARY CAPSULE)

Figure A-1. Trajectory Geometry and Resulting Doppler
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APPENDIX B

BANDWIDTH REQUIREMENTS FOR ACQUISITION

From Section 5.4 the sweep rate for a 90-per cent probability of acquisi-

tion is given by

)(0 )o2- 9 _o no2.2o 0 .

R90 (cps/sec)= 2 (1 + 5) (B-l)

1
Since a damping factor of _-was determined to be optimum, this value will be

used. Then, from Figure 3.4.3

5 = 0.17 (B-2)

and from Equation 4-4 the noise bandwidth equals the natural angular frequency

of the loop

B = w (B-3)
n n

or, at the "match" point

B = w (B-4)
no no

The allowable rms phase jitter at the match point will be designated to be

20 ° or 0.35 radians. Figure 3.4.2 then indicates that a (S/N)out of 7.5 db is

required. The calculated phase jitter, o , is found from the same figure to be
o

0.3 radians.

At the "match" point _ = (_ ; therefore,
o

O_

= i (B-5)
O
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Utilizing the values determined here, Equation B-1 may be reduced to

[;_ ,o [°
R90 = 2_ (1+ 0.17)

(B-6)

= 0. 111 B 2
no

or

B =I/9no R90 (B-7)

In terms of sweep bandwidth B
S

BS
Bno = 9 _L

and duration of a single sweep T L
this becomes

(B-8)

This function is plotted in Figure B-1.
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APPENDIX C

NOMENC LATURE

Loop filter transfer function

Velocity gain constant

Upper critical frequency of loop filter

Lower critical frequency of loop filter

Loop damping factor

Loop undamped natural frequency

Loop undamped natural frequency at "match" point

Loop noise bandwidth

Loop noise bandwidth at match point

Bandwidth of intermediate frequency section

Bandwidth to be swept by frequency sweep circuit

Carrier power for tracking

Signal-to-noise ratio at the output of the IF section

Signal-to-noise ratio in the loop noise bandwidth

Sweep rate for 90 per cent probability of acquisition

RMS phase jitter in the output signal

Signal suppression factor in limiter
1

Signal suppression factor for a damping factor of _-

Per cent overshoot in phase error for a VCO frequency ramp

Doppler frequency

Maximum doppler frequency

Maximum doppler rate of change with time

Communication period (duration of subsonic capsule)

Time required for one complete sweep by sweep circuit

Ratio of T L to T

Relative spacecraft velocity in direction of capsule

Velocity of spacecraft

Carrier frequency

Speed of light
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R

R
O

X S

e

Range from capsule to spacecraft

Closest distance of approach of spacecraft to capsule

Position of spacecraft along trajectory

Angle between the vectors R and R
O
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3.5 MODULATION SYSTEM ANALYSES

3.5.1 Introduction

Many possibilities exist for an appropriate modulation system for the cap-

sule telemetry link, since most of the constraints usually imposed by existing

ground receiving installations or local frequency and bandwidth allocations are

not present. This has allowed the approaches to be based primarily on theor-

etical and technological considerations.

Although it was neither possible nor practical to analyze all the possible

modulation techniques, several of the more promising approaches were analyzed

and are presented in this section. These systems include those suggested early

in the program by JPL, when it was indicated that a broad look at suitable sys-

terns was desired, including such well-known and readily implemented techniques

as FM/FM, as well as the less-common systems showing high theoretical efficiencies.

As noted in Section 3.4, "Signal Tracking and Acquisition, " due to the nature

of the capsule's mission, frequency uncertainties will exist between the signal

arriving at the spacecraft or Earth receiver and that predicted at the receiver,

The modulation techniques analyzed in this section involve two general approaches

to this frequency uncertainty problem - noncoherent receiving systems and coherent

receiving systems.

In the noncoherent receiving systems, the receiver bandwidth is made wide

enough to include any predicted incoming signal. This, of course, can lead to

excessive noise bandwidths and, therefore, excessive transmitter power require=

ments to overcome thresholding. The noncoherent techniques included in this

report are PPM/AM, FM, FM/FM, and FSK.

In the coherent receiving systems, the frequency of the incoming signal is

tracked, so that the receiver bandwidth can be made as narrow as desired. The

major problem in a coherent system then becomes that of signal acquisitioninstead

of the thresholding problem of a noncoherent system. A coherent receiving system

usually requires more complex equipment, but may be required ifother simpler

methods prove unsatisfactory. Coherent systems included in this report are

phase modulation and frequency modulation with feedback.
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v.

Analyses of both the direct and relay links have been included, using the

nominal parameters listed in Section 3.1. The results are presented as required

transmitter output power versus data rate, a form useful to the vehicle system

engineers. To allow for changes from the typical values which have been chosen

for the comparison of the various systems, a table of conversion factors appears

in Section 3.2.

Estimates of suitable capsule transmitter equipment are included in Section

3.10, and spacecraft receiving equipment suitable for the relay function is de-

scribed in Section 3.12.

The modulation techniques analyzed for this application are defined as

follows:

PPM/AM Technique

PPM/AM is a form of pulse modulation in which the time of occurrence of

an RF pulse is varied in proportion to the magnitude of the sampled modulating

signal.

Pulse-Code Modulation Techniques

PCM/PS: A PCM/PS system is based on the use of pulse-code modulation

(PCM) with phase-shift (PS) keying of the transmitted radio-frequency carrier

signal. Each sample of the information to be transmitted is encoded into a series

of positive or negative pulses. Each change between positive and negative values

causes a 180 ° phase shift in the carrier, which results in a double-sideband

suppressed-carrier (DSSC) transmission.

PCM/PS/PM: A PCM/PS/PM system involves a PCM/PS signal on a sub-

carrier, which in turn phase-modulates the main carrier.

PCM/FM: A PCM/FM system is based on the use of pulse-code modulation

(PCM) which is low-pass filtered prior to frequency-modulating the carrier.

PCM/FM/PM: A PCM/FM/PM system involves a PCM/FM signal on a

subcarrier, which in turn phase-modulates the main carrier.
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PCM/FSK: A PCM/FSK system employs a PCM signal which frequency-

modulates the carrier without being previously low-pass filtered (i. e., each

binary digit frequency-shift keys the transmitter}. Only two frequencies are

required, since this is a binary system.

Frequency Modulation Techniques

FM: Frequency modulation (FM) is angle modulation in which the instan-

taneous frequency of a sinusoidal carrier is caused to depart from the carrier

frequency by an amount proportional to the instantaneous value of the modulating

wave. For this application it will be assumed that the individual channels are

frequency-division multiplexed (FDM} before modulating the carrier. In this

case they will amplitude-modulate the subcarriers. This will yield a resultant

modulation of AM/FM.

FM/FM: In an FM/FM system, the transmitter is frequency-modulated

simultaneously with the output of one or more subcarrier oscillators (SCO} which

in turn have been frequency-modulated by data signals.

Frequency-Shift Keying Techniques

FSK: Multi-level FSK or quantized FSK (noncoherent} is used with a sam-

pled-dam system (time-division multiplex} in which the transmitted frequency is

shifted in accordance with the quantized amplitude of each sample in turn. Note

that binary (i. e., two-level} FSK is essentially PCM/FSK.

Phase-Shift Keying Techniques

PSK: Multi-level PSK or quantized PSK is a coherent sampled-data system

in which the carrier phase is shifted in accordance with the quantized amplitude

of each sample in turn.
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3.5.2 PPM/AM Telemetry System Analysis

3.5.2.1 Introduction

Pulse position modulation - amplitude modulation (PPM/AM) is a particular

form of pulse modulation in which the time of occurrence of an RF pulse is varied

in proportion to the amplitude of the sampled modulating signal. It can achieve

very high output S/N ratios and has the property of being able to work through

channels where multipath or common RF channel interference is a problem.

It has been shown* that for a given required output S/N ratio, a PPM/AM

telemetry system requires the lowest average power of all the various telemetry

systems. This is due largely to the fact that the transmitter duty cycle for PPM/

AM is quite low.

One of the main reasons that PPM/AM is not more widely used in terres-

trial applications is because it does not trade bandwidth for power so efficiently

as the PCM techniques do. However, this is not a constraint on the Venus relay

link, since there are no known legislative limits on RF bandwidth occupancy at

Venus. Therefore, PPM/AM should be considered a contender for this applica-

tion.

3.5.2.2 Calculation of Output S/N Ratio

A convenient and realizable type of pulse to use as a basis of this analysis

is the "raised cosine" pulse, shown in Figure 3.5.1. The mathematical expres-

sion for such an envelope is:

where,

A

g(t) = -_- (1+ cos 2v fo t) (3.5-1)

f = 1/2T (3.5-2)
O

*See, for example, Nichols and Rauch (Reference 6).
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is the fundamental frequency of the cosine pulse. The corresponding Fourier

transform is:

T/*

G(f) = / A-_- (1 + cos 2 Tt fot) exp (-j 2 yft) dt (3.5-3)

_ Tm

A sin (Yf/fn}

2 vf (1-f2/f 2)
O

(3.5-4)

The power density spectrum for this is shown in Figure 3.5.2. It has its first

nulls at + f and is small outside this range. For practical purposes, the band-o

width required for transmission of the pulse may be taken as the range between

the first nulls.

Pulses in channels adjacent in time can just touch when full-load signals

are impressed on each. The "slicer" operates at half the pulse height, which,

for the assumed pulse shape, is also the point of maximum slope. The time

available for modulating the pulse position is equal to the channel time minus the

pulse duration (2T). The appropriate combination of these factors leads to the

PPM "slicer advantage" which, when applied to the RF pulse-to-noise ratio, gives

the output S/N ratio in each channel.

As shown in Figure 3.5.3 a small noise voltage V
n

observation by an increment T, where

displaces the time of

V
n

-- --_ g' (-T/2) = y f A (3.5-5)
T o

in which g' (t) is the time derivative of g(t). The mean-square position error

produced by noise may be obtained from Equation (3.5-5) as:

2
V

2 n

T - (_rfoA)2 (3.5-6)
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Now consider the detection technique illustrated (for a single channel) in

Figure 3.5.4. Assuming a white noise spectral density N with a predetection
O _

bandwidth B and a receiver input resistance R, the mean-square noise voltage at

the slicer is:

f

V 2 = N B R o - N f R (3.5-7)
n o B o o

Substitution of this into Equation (3.5-6) yields the mean-square pulse-position

error due to this noise:

N f R N R
o o o (3. 5-8)

2 A 2
(_fo A)2 77 fo

For a modulating signal causing a peak pulse-position displacement of + t ,m

with all signal levels assumed equally likely, the mean-square signal output vol-

tage (power across a unit resistance) is:

tm

_ 1 / S2 dS2t
m

-t
m

2
t /3 (3.5-9)

m

The output S/N ratio (S/N)o

and (3.5-9):

may now be calculated from Equations (3.5-8)

t 2 2 A 2v f
m o

(S/N)° -
3N Ro

(3.5-10)

Since the peak signal envelope power received is A2/R, and the predetection

noise power is N B, Equation (3.5-10) may be written:
O

2 2 A2-R/t f B
m o 2 2

= N) i(S/N)o 3N B = (S/ _ tm foB/3
O

(3.5-11)
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where (S/N)i is the peak signal to rms noise ratio in the receiver IF section.

This demonstrates the S/N improvement factor of PPM. In decibel form, Equa-

tion (3.5-11) may be written:

(S/N) ° =(S/N) i +20 logt + 10 logf + 101ogB +5.1 (db)m o

(3.5-12)

Itshould be noted here that, when operating with large doppler shiftsand

narrow information bandwidths, the IF bandwidth will be determined by the dop-

pler, rather than by the pulse width. In the absence of doppler, the IF bandwidth

could be made approximately 2f .
O

This analysis has, of course, assumed a peak pulse to noise ratio suffic-

ientlyhigh so that noise by itselfrarely rises to the slicinglevel;nor is itlarge

enough in the negative direction to suppress a pulse completely. When the pre-

detection bandwidth becomes large, a substantialnumber of false pulses caused

by noise begins tooccur. This is the threshold point, at which the signal will tend

to lose its information-bearing properties completely. This important problem

is considered in the next section.

3.5.2.3 Thresholding

As with all systems that exchange bandwidth for noise improvement, PPM

experiences a marked improvement threshold. In the PPM/AM detection tech-

nique of Figure 3.5.4, two thresholds must be considered, viz, the RF threshold

of the linear detector and the PPM threshold at the slicer. In conventional PPM/

AM systems, the IF bandwidth is 2f , so these two thresholds are related and
o

need not be considered separately. However, when the required IF bandwidth is

determined by the doppler shift, then both thresholds must be calculated.

The RF detection threshold is based on the point where the peak noise

amplitude equals the peak signal amplitude. A "crest factor" of four is usually

assumed for random noise, meaning that the peak-to-rms noise voltage ratio

is 4(12db). Assuming the random noise has a normal probability distribution,

the probability of the noise voltage exceeding a crest factor of 4 is about 6.3 x 10 -5,
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which is indeed quite small. Since the peak-to-rms voltage ratio of the sinu-

soidal RF signal is 3db, and the peak-to-rms voltage ratio of the noise is 12db,

when these peaks are equal the ratio of rms signal voltage to rms noise voltage

is 9db. AM thresholding is a rather gradual process (unlike FM or PM), so

just how far above this point one should call "threshold" is somewhat arbitrary,

depending upon how much signal degradation can be tolerated. Since the system

of Figure 3.5.4 includes post-detection filtering, much of the random noise

which arrives in the absence of signal will not be passed by the low-pass filter

anyway. Because of this and the fact that AM thresholding is so gradual, an RF

threshold of 9db (PEP/rms noise) appears adequate here.

The PPM threshold (at the slicer) is dictated by the general requirement

that the noise voltage alone cannot have a significant probability of rising above

the slicing level. Therefore, the PPM threshold will be taken to occur when the

peak noise (crest factor of 4) equals half the demodulated pulse amplitude. The

probability of noise exceeding this level will then be 3.4 x 10 -4.. As a rough

approximation of the error rate in the slicer, we may consider each cps of low-

pass filter bandwidth to be represented by two degrees of freedom, that is,

there are two samples/sec of noise per unit bandwidth, or a total of 2f samples/
o

sec of noise. The rate of occurrence of samples above the slicing level is then
-4 -4

2f x3.4 x 10 =6.8 x 10 f . For f on the order of 50 cps, this would yield
O O O

an error rate of about 0. 034 pps, or about one error every 30 seconds, which

appears to be a reasonable threshold in this application. Therefore, the PPM

threshold will be set at a peak signal/rms noise ratio of 18db (for a peak signal

amplitude of twice the peak noise amplitude).

A comparison of the IF bandwidth (of perhaps 10 kc) with the post-detection

bandwidth (of perhaps 50 cps) shows that, unless the IF bandwidth is considerably

narrower than this, the RF detection threshold (9db in the IF bandwidth) will be

the limiting factor.

*Based on a Rayleigh distribution, which is the distribution of the noise envelope.
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3.5.2.4 Transmitter Power Calculations

The required S/N ratio at the receiver will be determined by the two threshold

requirements determined in the preceding section. The pertinent bandwidths are

shown in Figure 3.5.5.

Due to doppler effect, the signal spectrum may be received anywhere within

the IF bandwidth B. For a wide IF bandwidth, the RF threshold will determine the

required S/N ratio; while, for a relatively narrow IF bandwidth, the PPM threshold

will determine the required S/N ratio. Since there is a 9db difference between the

RF threshold and the PPM threshold, the PPM threshold will become dominant for

systems where

B
< 9db (3.5-13)10 log f

O

The nominal parameters for the capsule-to-spacecraft communication link

which have been assumed for this calculation are given in Section 3.1.

From those parameters the following transmitter power requirement can

be calculated as in Table 3.5.1.

Table 3.5.1

Transmitter peak envelope power (PEP)

Capsule Antenna Gain

Path Attenuation

Receiving Antenna Gain

Misc. RF Losses

Peak Signal Power Available

at Receiver:

10 log P

0db

-152.5 db

0db

-3 db

dbw

I0 log P-155.5 dbw
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Receiver noise density per cps (KTF)

Bandwidth

S/N required (in B)

Margin

Peak signal power required
at receiver:

Therefore,

which yields:

10 logP- 155.5 = 10 logB- 177

10 logP = 10 logB- 21.5 dbw

Equation (3.5-15) has been plotted in Figure 3.5.6.

- 194 dbw

10 log B

+9 db

+8 db

10 log B - 177 dbw

(3.5-14)

(3.5-15)

3.5.2.5 Typical System Block Diagrams

Figure 3.5.7 shows one possible block diagram of a typical n-channel

PPM/AM transmitting system*. The frame sampling rate is established by a

ring counter chain which is triggered by a master pulse generator. The pulses

from the generator cause successive stages to conduct in sequence and to gen-

erate pulses distributed uniformly in time. The pulse from one of the counter

chain stages is coded and is used as a frame synchronizing signal. Each channel

pulse produced in the counter chain passes to a corresponding pulse position

modulator which generates a pulse delayed with respect to the pulse from the

counter chain, the delay being proportional to the modulating signal from the

corresponding sensor. The n pulses from the pulse position modulators, together

with the coded frame synchronizing signal, pass to a mixer and then to the ampli-

tude modulator of the transmitter, as shown in Figure 3.5.7.

Figure 3.5.8 shows a block diagram for a typical n-channel PPM/AM

receiving system. The multi-channel sequence of pulses from the radio receiver

passes to a channel synchronizing pulse generator which electronically separates

*Reference 7, pp. 307-308.
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the coded frame synchronizing pulse from the incoming pulse train and develops

a sequence of channel synchronizing pulses which mark the reference time for

the separate channels. Each of these channel synchronizing pulses triggers a

variable pulse-width generator in which the pulse width is initiated by the channel

synchronizing pulse and terminated by the corresponding channel signal pulse

which is also fed into the pulse-width generator. Thus, for each channel, a pulse

is generated having a width which varies in accordance with the modulation pro-

duced by the corresponding instrumentation sensor. These variable-width channel

pulses, recurring at the sampling rate generated at the transmitter, pass to suit-

able metering circuits, where they are then converted to analog signals.
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3.5.3 PCM Telemetry System Analyses

3.5.3.1 General PCM Considerations

Some general considerations of PCM systems are presented in the opening

sections.

3.5.3.1.1 Data Handling in Spacecraft for Relay Link

There are basically two methods by which the relay function can be performed

in the spacecraft. These are the "repeater" method and the "demodulator" method.

A functional block diagram of each is shown in Figure 3.5.9. In the former the

signal is received, amplified and retransmitted. In the latter the signal is re-

ceived, amplified, demodulated, and then retransmitted utilizing either the original

or a new modulation technique. There are several ways to perform the latter.

These include (assuming PCM/PS/PM is used on the spacecraft-to-Earth link):

1. Time multiplexing the capsule information onto the same carrier

used for the spacecraft information reither directly or via an A/D

encoder depending on whether bit or word (such as PPM/AM)

demodulation is used) t

2. Frequency multiplexing the signal outside the spacecraft data

spectrum on a separate subcarrier.

3. Transmitting the capsule data back by itself (either immediately

or after recording).

Since two receivers (spacecraft and ground) are required in both the repeater

and demodulator systems, noise will be added to the signal twice prior to bit

detection on the ground. In the case of the repeater, the noise is considered to

be thermal in both receivers; however, for the demodulator system the "noise"

contributed at the spacecraft will be in terms of the bit error rate at that point

in the system and is additive to the bit error rate caused by noise at the ground

receiver. Therefore, it is apparent that the signal-to-noise ratio in each sepa-

rate link must be greater than the final over-all signal-to-noise ratio required.
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In order to indicate the increased performance required for the repeater and

demodulator techniques, both cases will be evaluated and compared.

1. Repeater Techniques

A signal flow diagram for the linear repeater system is shown in

Figure 3.5.10. (S/N) ° is the minimum allowable signal-to-noise ratio for a

particular probability of error (Peo). (S/N)I and (S/N)2 are the signal-to-

noise ratios at the repeater and ground receiver, respectively, based on power

transmitted and noise from natural sources.

The noise N 1 transmitted from the spacecraft is therefore included in the

signal power received at the ground station S2 and not in the value of the noise

N 2 When calculating (S/N)2.

Then,
K (S 1 + N1)

(S/N) 2 = N2 (3.5-16)

The overall signal-to-noise ratio, i.e., that which will actually determine the

ultimate probability of error, includes the noise from both sources (N 1 and N2).

This is given by

Stota 1 KS 1

(S/N) ° = =
Ntota 1 KN 1 + N 2

KN 1 N 2
+

KS 1 KS 1

(3.5-17)
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Assuming

S 1 > > N 1

then from Equation 3.5-16

S2 _ KS 1
(3.5-18)

and Equation (3.5-17) may be rewritten as

1

° =
(N/S) 1 + (N/S)2

or

1 1

(s/N)o (s/Do
1-

(S/I_2

(3.5-19)

This function is plotted in Figure 3.5.12. It describes the possible relation-

ship between the S/N ratios at the spacecraft and the ground station.

The significance of the assumption that S 1 >_ N 1 should be noted. The

assumption is that the total power transmitted from the spacecraft Pt = K1 (SI+N1)

consists mainly of signal and that the fraction of power in the noise transmitted

is negligible. This is a reasonably good assumption if the bandwidth of the spec-

trum is limited to approximately the bit rate at IF. In this case the signal-to-

noise ratio in the IF should be at least 9 or 10 db for a practical error rate. The

error resulting from the approximation is then about 0.5 db. However, the

(Sin x/x) 2 spectrum of keyed pulses should have at least two or three times the

IF bandwidth indicated above, so that an integrate-and-dump circuit is reasonably

matched to the signal. This would indicate that other shaped pulses which have

relatively narrow spectra and detection methods reasonably matched to these

pulses might give equal or better performance if a repeater technique is used.
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2. Demodulator Technique

The signal flow diagram for the demodulator technique is shown in

Figure 3.5.11. The maximum probability of bit error P is related to theeo

error probabilities in the individual bit detectors by:

P + -Peo = Pel Pe2 el Pe2 (3.5-20)

where Pel and Pc2 are the probabilities of bit error corresponding to (S/N) 1 and

(S/N)2 in the spacecraft and ground receivers, respectively. Since P andel Pc2

will both be less than 10 -2 for the problem of interest, the above equation may be

rewritten as

P = P + (3.5-21)eo el Pe2

4

i. e., double errors may be neglected.

In the repeater analysis of the previous section, the final results were

independent of the numerical value of P and the error probability versus signal-
eo

to-noise ratio characteristic of the bit detector. This is not true for the present
-3

case; therefore, an overall probability of bit error equal to 1.43 x 10 (word

error probability equals 10 -2 for 7-bit word) will be assumed. Also, the P
e

versus (S/N)o characteristic is assumed to be the same as that for a matched

filter as shownin Figure A-l, Appendix A, except that it will be displaced to

the right in the figure by a factor equal to its efficiency. For instance, if the

bit detector is 2 db less efficient than a matched filter, it requires a signal-to-

noise ratio of 11.8 db to attain a bit error probability of 10 -3 as compared to

the 9.8 db required with a matched filter. Since a spaceborne demodulator will

undoubtedly be less efficient than one on the ground, three cases will be consid-

ered: demodulation 0 db, 1.5 db, and 3.0 db less efficient in the spacecraft than

on the ground. Letting (S/N)o be the reference signal-to-noise ratio required in
-3

the ground receiver for a 1.43 x 10 error rate (including efficiency), and
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utilizing the curve of Figure A-l, Figure 3.5.12 has beenplotted to showthe

relationships between (S/N)I and (S/N)2 which satisfy Equation (3.5-21).

(S/N)o (S/N)o

3.5.3.1.20u_ut Signal-to-Noise Ratio in PCM Systems

In pulse-code modulation (PCM) communication systems there are two

general types of noise to contend with, viz:

1. Noise due to quantization of the signal

2. Noise due to digit error rate.

Most systems are normally operated such that the former predominates.

However, for a deep-space telemetry link, where low received S/N ratios (with

accompanying high digit error rates) may be anticipated, it is worthwhile to inves-

tigate the resultant noise power caused by the digit error rate. This will give an

indication of the number of quantization levels it is practical to use to be consis-

tent with an anticipated error rate.

Calculation of the effective rms output S/N ratio of a PCM system will also

serve as a tool in making a quantitative comparison between the performance of a

PCM system and that of analog systems. For this purpose it is convenient to

relate the digit error probabilities to the rms signal output errors they cause.

The result can then be combined with the PCM quantization error to obtain a

composite rms output S/N ratio for a PCM system.*

It is, of course, well-known that a PCM system is a sharp threshold sys-

tem. As long as the signal is strong (thus keeping the digit error rate low), the

*This is not quite a fair comparison, because the noise in digital systems is of a

different nature than the fluctuation noise of analog systems. An example of this

is the contouring effect noticeable in PCM television pictures. However, for

usual telemetry data this effect would not be so objectionable.
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output B/N ratio will be determined by the quantization noise. Itcan get no

better than this, no matter how strong the signal becomes. However, as the

signal strength is decreased, the point is reached where the noise due to the

increased digiterror rate becomes excessive, and the output S/N ratio drops

off sharply.

Thus, for comparison purposes the system performance may be measured

by its margin above the signal strength which would provide the desired digit

error rate.

Output Signal Power

In order to encode a continuous signal, its samples must first be quantized

into discrete amplitude levels. The power in such a signal depends on the prob-

ability distribution of the original signal. In this particular analysis it will be

assumed that all signal levels have equal probability of occurrence, i.e., a

uniform probability distribution.*

The average value of the signalwill be taken to be zero, and the signal will

be linearly quantized in the general manner shown in Figure 3.4.13.

For an even number of levels L**, the quantized signal levels as shown in

Figure 3.5..13 are given by:

.+q/2, -+ 3q/2, -+ 5q/2, .... , _+(L-l) q/2 (3.5-22)

and the mean-square signal is thus:

2112 32 52 (L-l)2][q2/4]+ + + .... + (3.5-23)S2 =
L

= L" 6 (3.5-24)

= (L 2 - I) q2/12 (3.5-25)

•This is a reasonable assumption ifnothing more is known regarding the statistics

of the signals to be transmitted.

•*For the usual binary system, L will always be even. However, even ifa different

base is used, yielding an odd number of levels, the analysis is similar and the

results are identicalto Equation (3.5-25).
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Quantization Noise

Once quantized, the instantaneous values of the continuous signal can never

be restored exactly. This gives rise to random errors which are called quanti-

zation noise. Instead of fluctuation noise which an analog system would have,

there is now artificially introduced quantization noise. This can be reduced to

any desired degree, however, by choosing the quantum steps to be sufficiently

fine. The available output S/N ratio will be a function of the quantization noise,

i. e., a function of the number of quantum steps used to represent the signal.

Assuming that over a long period of time all amounts of quantization error

up to + half a quantum step are equally likely, the probability distribution of the

quantization error (noise) is uniform, as shown in Figure 3.5.14.

The mean-square quantization noise is given by:

1 / +q/2 2 =q2/12N = e - e de (3.5-26)
q q

-q/2

where q is the height of a quantum step.

Output Noise Due to Bit Error Rate

To relate bit error rate to equivalent analog S/N ratio, the following assump-

tions will be made:

.

2.

3.

The weight of the kth digit in a binary word is*:

W(k) 2 k- 1= q

For each digit, P (mark) = P (space) = 1/2.

All digits in a word have equal probability of being in error.

Not more than one bit error occurs in a word (containing n bits).

(3.5-27)

where k = 1, 2, 3, .... , n

*This is valid for a binary system regardless of where the zero level of the
scale is located.
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Now, given that a particular word contains onebit in error, the mean-square

word error (i. e., averageover the n bits of the word} is:

[ (2n- 1)2]2 1 12 22 42 2e - + + +...+ q (3.5-28)n

If there are W words in error out of a total number of W words, then the mean-e
square total error {i. e., average over the entire messageof W words) is:

k___J t__J L__J

(?) w -e 2 2
- W e = PW e (3.5-29)

for large W, where PW is the probability of word error. But, for reasonably

small probabilities of error, the bit error rate is related to the word error by"

PW = n P (3.5-30)e

Therefore, Equation (3.5-29) may be written:

2
N --- n P e (3.5-31)

e e

Substitution of Equation (3.5-28) into this yields:

N =[12 22 42 2]+ + + .... + (2n- 1) q2p (3.5-32)
e e

(22)0 + (22)1 (22)2 (22)3 (22)n-1 ] q2p•-_ -t- + + .., +
e

This type of series may be written in closed form as:

2 3 n-1
(1 +r +r +r + .... +r )

n-1
- r

r-1

(3.5-33)

(3.5-34)
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In this case:

r = 22 (3.5-35)

So Equation (3.5-33) becomes:

22n- 1 2
N - q P

e 22- 1 e
(3.5-36)

L 2- 1 2

3 q pe (3.5-37)

where L is the number of levels, given by:

L --2 n (3.5-38)

Composite Output S/N Ratio

The decoded output (from the D/A converter) contains the signal power

given by:

S
(L 2- 1) q2

12
(3.5-25)

the quantization noise, given by:

2
N = q /12

q
(3.5-26)

and the error-rate noise, given by:

L 2- 1 2
N = q Pe 3 e

(3.5-37)

The total output noise power is given by the sum of (3.5-26) and (3.5-37).

1
N = N +N = -7 +

e q (L 2- 1)Pe] q2/3
(3.5-39)
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Therefore, the composite output S/N ratio is given by:

S
s/N =

N + N
e q

(L 2- i)q2

12[ 1 + (L2-1) Pe] q2/3

(L2- 1)

1 + 4 (L2 - I) P
e

(3.5-40)

(3.5-41)

(3.5-42)

where L- 2 n.

This has been plotted for several values of n in Figure 3.5.15.

For low bit-error probabilities, the quantization noise predominates, and

Equation (3.5-42) reduces to:

S/N = L 2- 1
q

•= 22n
(3.5-43)

For high bit-error probabilities, the error-rate noise predominates, and Equa-

tion (3.5-42) reduces to:

1
S/N - (3.5-44)

e 4P
e

This sets the PCM video threshold, as indicated in Figure 3.5.15.

Figure 3.5-15 relates the output S/N ratio to the bit error rate and the number

of bits per word. It is applicable to all PCM systems. For a given RF modula-

tion scheme, one must determine the relationship between predetection (IF) S/N

ratio and output bit error rate. Then Figure 3.5.15 permits relating this IF S/N

ratio directly to the output S/N ratio it will produce.
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Accuracy of PCM Data

Assuming that the output of the transducer can be quantized (in the A/D

encoder) to + one-half a quantum step, the accuracy of the data may be expressed

as:

E = + 1 . 1/L
- 2

÷

2n+l

(3.5-45)

where L --- 2 n.

Therefore, the accuracies are as shown below:

Table 3.5.2. Quantization Error

n E

4 2 (1/2) 5 "- + 3%

5 +(1/2)6 __. 21.5%

6 +(1/2) 7 "- 20.8%

7 -+(1/2) 8 =' -+0.4%

8 ..+(1/2) 9 "- .-+O. 2%

3.5.3.2 Phase-Shift RF Keying

3.5.3.2.1 PCM/PS

This term is used for the modulation with binary signals of an AM channel

with carrier suppression. For a binary "1" full amplitude RF carrier signal of

reference phase _ is transmitted; for a binary "0" the transmitted phase is 180 °

+ _. If the modulation wave-shape is a square wave, then the changeover is

instantaneous and can be considered PM with + _/2 phase deviation.

Detection of PS signals requires the re-insertion of a carrier of equal

frequency and phase as the originally suppressed carrier. Since a product detec-

tor can be used, threshold-free detection is possible. The basic block diagram
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of the phase-lock servo loop of a synchronous detection receiver for PCM/PS

is shown in Figure 3.5.16.

PCM/PS is the most efficient of the PCM phase-lock techniques. It is

unique in that all the transmitted power can be utilized both for transmission of

data and as a tracking signal. When used with a matched filter, the error rate

is equal to that shown in Figure A-l, where the noise bandwidth is equal to one-

half the bit rate. Also, the carrier power derived from the signal is equal to

the power received.

P_CM/PS Relay Link

Each of the systems utilizing phase-shift keying requires carrier acquisition.

The minimum power which can be transmitted will therefore be determined by

the signal tracking and acquisition requirements of the system. The nominal

relay link parameters given in Section 3.1 will be used in calculating the required

transmitter power.

A bit error probability of 10 -4 will also be assumed. This error rate will

result in a negligible degradation of the signal, since the spacecraft-to-earth

link is designed for a bit error probability of 1.43 x 10 -3. From Figure A-1 the

required signal-to-noise ratio is found to be 11.4 db. The noise bandwidth of the

data system will be taken at its theoretical value, b = r/2 where r is the data rate

in bits per second.

The transmitter power calculation using the parameters defined in Section

3.1 is given below.

_v

Table 3.5.3

Transmitter Power

Capsule Ar_tenna Gain

Path Attenuation (50,000 kin)

Receiving Antenna Gain

Misc. RF Losses

10 log P

0

- 166.4

0

-3

Signal Power Available at Receiver: 10 log P - 169.4 dbw
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then

or

Receiver Noise per cps (KTF)

Bandwidth (b = r/2)

S/N required (in b)

Margin

Signal Power Required at Receiver:

- 194 dbw

10 log r/2 db

11.4 db

8 db

10 logr/2 - 174.6dbw

10 logP - 169.4 = 10 logr- 3- 174.6

10 logP = 10 logr- 8.2 (3.5-46)

As mentioned previously, the lower limit on power transmitted is deter-

mined by the acquisition requirement of the system. This is found from the

"Signal Tracking Acquisition" Section and is

P = 0.75watts for ¢ = 10%

P = 2. 4 watts for ¢ = 1%

P = 7. 5 watts for e = 0.1%

where ¢ is the percentage of the communication time required for acquisition.

Equation (3.5-46) is plotted in Figure 3.5.17 with the above power levels deter-

mining the lower limits.

PCM/PS Direct Link

As noted in the "Signal Tracking and Acquisition" Section, all modulation

techniques requiring coherent detection may be severely limited unless rugged

oscillators with adequate stability can be found. However, the minimum phase-

lock loop bandwidth given for the DSIF (3 cps) will be used here in order to com-

pare the systems. The transmitter power requirements are determined below:
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Table 3.5.4. PCM/PS Direct Link

Transmitter Power

Vehicle Antenna Gain

Path Attenuation (60 x 106 KM)

Receiving Antenna Gain (85-ft dish)

Misc. RF Losses

Signal Power Available at Receiver:

10 log P dbw

0.0db

-255.3 db

51.8 db

-3.0 db

10 log P - 206.5 dbw

then,

or

= 50°K)Receiver Noise per cps (T e

Bandwidth (b = r/2)

S/NRequired [forP = 1.43x 10 .3 ,

(Figure A- 1) ] e

Margin

Power Required at Receiver:

-211.6 dbw

10 log r/2 db

9.5 db

8.0 db

10 log r/2 - 194.1 dbw

10log P=206.5= 101ogr-3 - 194.1

10 log P = 10 log r + 9.4 dbw (3.5-47)

This relationship is plotted in Figure 3.5.18. The minimum transmitter

power shown (33 watts) is that required for signal tracking as determined in

Section 3.4 for a 3 cps loop bandwidth. Performance with a 210-ft. dish (61 db

gain) is also indicated in the graph.

3.5.3.2.2 PCM/PS/PM

The PCM/PS/PM modulation technique requires that the binary information

first be placed on a subcarrier by means of phase-shift modulation. This, in

turn, is used to phase-modulate the carrier. This technique derives its advan-

tage from the fact that it provides a clean carrier for signal tracking. Its die-

advantage, compared to PCM/PS, is that the power in the carrier cannot be

utilized to transmit data. A modulation index of 1.4 will be utilized for the
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calculations. The fraction of transmitted power used for the carrier is then

J 2(1.4) = (0.57)2 = 0.324 (3.5-48)
O

where J is the Bessel function of zero order. Assuming that the information is
o

recovered only from the first set of sidebands, the fraction of power in the data

is

2J12 (1.4) =
(3. 5-49)0. 583

where J1 is the Bessel function of the first order.

PCM/PS/PM Relay Link

The calculations for PCM/PS/PM are the same as those utilizedfor PCM/

PS except that the loss of power due to the carrier and outer sidebands must be

accounted for. The fraction of 0.583 determined previously results in an increase

of 2.4 dbw of power required for the same data rates available with PCM/PS.

This gives (from Equation (3.5-46)):

10 IogP- 2.4 = 10 logr- 8.2

or

10 logP = 10 Iogr- 5.8dbw (3.5-50)

This function is plotted in Figure 3.5.17. The minimum allowable power is

determined in the table below for the three acquisition capabilities used previously.

(

10%

1%

0.1%

Table 3.5.5

P (watts)
C

0.75

2.4

7.5

Required Power

= Pc/0. 324 (watts)

2.3

7.4

23.2
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Note that the values given above were determined under the assumption that

the modulation index remains at 1.4 for all bit rates. By reducing the modulation

index as the data rate requirement rate is reduced, the ultimate threshold is equal

to that for PCM/PS; however, at this limit (modulation index 0), all the power

is in the carrier and no data transmission capability exists. The modulation index

has been reduced in this manner in Figure 3.5.17.

PCM/PS/PM Direct Link

As in the Relay Link analysis, the only difference as compared to PCM/PS

is the separate carrier and sideband power requirement. Utilizing Equation

(3.5-47), the power required is given by:

10 logP- 2.4 = 10 logr +9.4dbw

or

10 logP = logr +11.8 (3.5-51)

This is plotted in Figure 3.5.18.

The minimum allowable transmitter power for M = 1.4 is:

P
p _ c _ 33 _~ 100 watts (3.5-52)

2 0. 324
J (1.4)
0

In Figure 3.5.18 the modulation index has been reduced in a manner such that

p = 33 watts for P < 100 watts. Performance with a 210-ft. dish (61 db gain) is
c

also indicated.

3.5.3.3 Frequency - Modulation RF Keying

3.5.3.3.1 General Considerations

Figure 3.5.19 is a general block diagram of a PCM/FM system. Ideal

bandpass filter characteristics will be assumed for the purpose of this analysis.

Synchronizing signals are contained in the code, and a suitable method of extracting

them at the receiver is assumed.
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Ideally speaking, the bandwidths of the premodulation and post-detection

filters should be equal to one-half the bit rate, since this is the highest funda-

mental frequency which can exist in the code.

McRae* has shown that the optimum value of deviation ratio to use is 0.7,

as a compromise between RF thresholding (in the absence of doppler effect) and

PCM video thresholding considerations.

McRae also showed that for a 0.7 deviation ratio, the RF bandwidth required

to pass the signal** is approximately 1.4 times the bit rate. Since the IRIG stand-

ards recommend 1.5 times the bit rate, this latter bandwidth will be used. IRIG

standards also recommend the following predetection S/N ratios for the indicated

bit error probabilities:

Table 3.5.6. IRIG Predetection S/N Ratios for PCM/FM

13 db for P
e

15 db for P
e

17 db for P
e

-5
= 10

-6
= 10

-7
= 10

(Note that these standards imply a detection system which is about 1.5 db less

efficient than a matched filter).

-3
Since the Mariner spacecraft-to-earth link operates at an error rate of 1.43 x 10 ,

it appears that S/N ratios as high as these standards will not be necessary. There-

fore, 12 db will be used in these calculations. The digit errors contributed by the

capsule-to-spacecraft link will still be insignificant compared to those of the space-

craft-to-earth link, and the FM discriminator will be operating at threshold. The

probability of error will be about 10 -4 .

*McRae, D. D., "Considerations of RF Parameters for PCM Telemetry Systems, "

IRE PGSET Transactions, June, 1959.

**i. e., to pass 90 per cent of the power in the highest fundamental frequency of
the code.
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3.5.3.3.2 PCM/FM Relay Link

The first PCM/FM system to be analyzed is that of the relay link, involving

transmission from the capsule to the Mariner spacecraft. In this situation, the

transmitter power requirement will be determined largely by the signal power

required to prevent thresholding in the discriminator.

Conventional Discriminator

In this section an analysis will be made of a PCM/FM link employing a

conventional discriminator (e. g., a Foster-Seeley discriminator or a ratio de-

tector} in which the predetection bandwidth is made large enough to include the

doppler shift. For purposes of comparing the system, the nominal relay link

parameters of Section 3.1 have been assumed.

a. Thresholding

Using the same general line of reasoning as in the PPM/AM analysis,

to prevent thresholding in a conventional FM discriminator the predetection C/N

ratio requirement is usually taken to be 12 db*.

As shown in a previous section, the PCM video threshold (due to digit

error rate} depends on the number of bits per sample (if this threshold is taken

to occur at the point where digit error noise equals quantization noise}. This

yields:

Table 3.5.7

No. Bits/word P at Threshold
w e

S/N Required**

-5
7 1.6 x 10 12.4 db

-5
6 6.0 x 10 11.7 db

5 2.6x 10 -4 10.8db

*This will be discussed later in more detail with regard to FM in Section 3.5.4.3.

**From Figure A-1
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The S/N out of the discriminator is related to the C/N into the discriminator by

the well-known FM relationship: *

S/N = C/N + 10 log3M 2 + 101ogB/2b (3.5-53)

Since there is a 12 db predetection threshold, and the PCM video thresholds

are as indicated in the above table, the PCM threshold will become dominant for:

B 3M2) _ 0.4 (forn =7)

(10 log 2b + 10 log _-0.3 (for n =6) db (3.5-54)-1.2 (for n = 5)

For small deviation ratios and wide IF bandwidths, the second term is insignifi-

cant compared to the first term. Therefore, the PCM video threshold will become

predominant only for IF bandwidths B approximately equal to twice the post-detec-

tion bandwidth. For low data rates and high doppler shiftsthis situationwill not

occur, so the transmitter power required will be determined by the RF threshold

requirement.

b. Transmitter Power Calculations

Using the parameters previously listed, the following transmitter power

calculationmay be made for the relay link:

Table 3.5.8

Transmitter Power

Capsule Antenna Gain

Path Attenuation (at 50,000 km)

Receiving Antenna Gain

Misc. RF Losses

Signal Power Available at Rec. :

i0 log P dbw

0db

-166.4 db

0db

-3 db

10 log P - 169.4 dbw

Receiver Noise Density per cps (KTF) -194 dbw

Bandwidth

S/N Required (in B)

Margin

Signal Power Required at Rec.:

*cf. Section 3.5.4.2.
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Therefore:

which yields:

101ogP- 169.4 = 101ogB- 174dbw (3.5-55)

101ogP = 101ogB-4.6dbw (3.5-56)

This has been plotted in Figure 3.5.20. (Note that the average power required is

twice as great as the peak power required for PPM/AM. )

c. Numerical Example

As a typical example of the use of Figure 3.5.19, consider the maxi-

mum range rate to be equal to the spacecraft velocity of 8 km/sec. The maximum

doppler shift of a 100 mc carrier frequency then will be:

fd = + 8 106 = + 8000 - ±2667cps- 3 x 105 x 100 x 3
(3.5-57)

It should be possible to predict the trajectory such that the frequency

uncertainty will be only half this value. Figure 3.5.20 then shows a typical value

of 934 watts would be required from the transmitter under these conditions. *

Phase-Lock Discriminator

The thresholding problem encountered with the conventional discriminator

can be reduced by using a phase-lock discriminator, although acquisition time

now becomes a problem. However, since the input C/N requirement is not below

the threshold of a conventional discriminator, the use of a phase-lock discrimin-

ator would not reduce the transmitter power requirement at all. Its use would,

however, tend to extend the margin above threshold, i.e., serve as somewhat of

a safety factor.

*It has been implicitly assumed here that doppler shift is the only cause of fre-

quency uncertainty. Other effects such as oscillator instability might be sig-

nificant, too.
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General Description

Figure 3.5.21 shows a conceptual block diagram of a phase-lock FM

discriminator. The conventional FM discriminator is replaced by a phase-lock

loop consisting principally of a phase-detector, a voltage-controlled oscillator

(VCO), and appropriate filters.

When the loop is locked, the IF input and the VCO input to the phase

detector (multiplier) are identical in frequency and only slightly different in

phase. Since the process of multiplication of these two inputs produces a voltage

at baseband roughly proportional to their phase difference, a voltage is available

at the output of the multiplier for phase control. This baseband voltage is fil-

tered and applied to the VCO to complete the feedback loop. Since the frequency

of the VCO is proportional to its control voltage, the variations of the control

voltage will be proportional to the frequency modulation of the signal, provided,

of course, that the loop bandwidth, gain and filter characteristics have been

properly selected.

b. Required S/N Ratio at Threshold

In a typical phase-lock FM discriminator, a JPL source has stated

that a 5.6 db S/N ratio measured in the loop noise bandwidth (about 6.7 times the

bit rate) is required to keep the peak phase error less than 30 degrees.

3.5.3.3.3 PCM/FM/PM Relay Link

General Description

The PCM/FM/PM modulation technique leaves an uncluttered carrier signal

available for tracking purposes. This eliminates the doppler shift problem, but

causes an acquisition problem. It can be used with either a conventional FM dis-

criminator or a phase-lock FM discriminator. The latter case, of course, in-

volves tw_ooacquisitions; but the subcarrier acquisition problem is not so severe

as the carrier acquisition problem.
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A conceptual block diagram of a typical PCM/FM/PM receiver is shownin

Figure 3.5.22. A typical modeof operation would be to frequency-modulate a

400-cps subcarrier with an NRZ(c) PCM signal, using a deviation ratio of 0.7.

A maximum carrier modulation index of 1.4 radians appears suitable.

Transmitter Power Calculations

The discriminator shown in Figure 3.5.21 may be either a conventional

discriminator or a phase-lock discriminator.

In either case, the sideband power from the output of the phase detector

for a modulation index of 1.4 is:

2
PS = 2 J1 (1.4) P = 0.583P (3.5-58)r r

where Pr is the total received signal power, and J1 is the Bessel function of the

first kind of order one. In decibels this may be written:

PS = Pr - 2.4db (3.5-59)

a. C/N Requirement

The predetection bandwidth will be taken to be 1.5 times the bit rate.

Therefore, (as discussed in Section 3.5.3.3.1), the discriminator will require

a 12 db S/N ratio in a bandwidth of 1.5 r, and the signal power required at the

receiver is now (from Table 3.5.8):

PS = 10 log 1.5 r - 174 dbw (3.5-60)
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Furthermore, due to putting power into the carrier, the signal power has

now been reduced by 2.4 db nver the PCM/FM case. Therefore, the power

balance equation now becomes:

101ogP- 169.4- 2.4 = 10log 1.5r- 174 (3.5-61)

10 log P = 10 log 1.5 r - 2.2 dbw (3.5-62)

This has been plotted in Figure 3.5.23.

b. Carrier Power Requirement

In a phase-lock receiver it is necessary to maintain sufficient carrier

power to acquire and track the signal.

Of the total received signal power, the fraction which is carrier power

is J 2 (m), where J is the Bessel function of zero order, and m is the modulation
O O

index. For a modulation index of m = 1.4, we have:

j 2 (1.4) = (0.57) 2 = 0.324 (3.5-63)
o

Figure 3.4.5 in the "Signal Acquisition and Tracking" Section shows the

Usingcarrier power (Pc) requirements for a 100-mc link at 50,000 km range.

these requirements, the following table can be constructed.

Table 3.5.9

¢ * P (watts) Req'd P = P /0.324 (watts
--C C

for m = 1.4

10% 0.75 2.3

1% 2.4 7.4

0.1% 7.5 23.3

When the transmitter power required by the data rate falls below that

given by Table 3.5.9, the latter becomes the limiting requirement.

*It may be recalled that ¢ is the fraction of total communication timo which is

allowed for initial acquisition.
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For relatively low data rate requirements, the modulation index can

be optimized such that the minimum sidebandpower requirement and the minimum

carrier power requirement both correspond to the same value of total transmitter

power; however, due to distortion effects in the phasedetector, the modulation

index shouldgenerally not be more than 1.4 radians. This optimization has been

made in Fi,o-ure3.5.23.

3.5.3.3.4 PCM/FM/PM Direct Link

In this section the problem of transmitting a PCM/FM signal from the Venus

capsule directly back to a DSIF earth station will be analyzed. In order to be

compatible with the DSIF, the PCM/FM signal will be placed on a subcarrier which

will phase-modulate the main carrier.

Transmitter Power Calculations

Using the nominal direct-link parameters given in Section 3.1, the following

calculation can be made:

Table 3.5.10

Transmitter Power 10 log P dbw

Subcarrier Suppression Factor -2.4 db

Vehicle Antenna Gain 0 db

Path Attenuation (60 x 106 km) -255.3 db

Receiving Antenna Gain 51.8 db

Misc. RF Losses -3 db

Signal Power Available at Receiver: 10 log P - 208.9 dbw
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a. C/N Requirement

As shown in preceding sections, the discriminator will require a 12 db

S/N ratio in a predetection bandwidth of 1° 5r° Therefore, the receiver sensi-

tivity calculation may be made as follows:

Table 3.5.11

Receiver Noise Density per cps (KTe) -211.6 dbw

Bandwidth 10 log 1.5r db

S/N ratio Required +12 db

Margin +8 db

Signal Power Required at Ground Receiver: 10 log 1.5r - 191.6 dbw

The power balance equation now becomes:

10 log P - 208.9 = 10 log 1.5r - 191.6

10 log P = 10 log 1.5r + 17.3 dbw

which has been plotted in Figure 3.5.24.

(3.5-64)

(3.5-65)

b. Carrier Power Requirements

As shown in Section 3.4, a carrier power of 33 watts is necessary to

provide a 7.5 db S/N ratio in a 3-cps tracking loop bandwidth. Therefore, by the

same reasoning as in Section 3.5.3.3.3, the minimum total transmitter power

for a modulation index of 1.4 must be

P = 33/0. 324 = 102 watts for m = 1.4 (3.5-66)
min
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Here again, for relatively low data rate requirements, the modulation

index can be optimized such that the minimum sideband power requirement and

the minimum carrier power requirement both correspond to the same value of

total transmitter power. This has been done in Figure 3.5.24.

3.5.3.3.5 PCM/FSK

General Description

PCM/FSK modulation is implemented by switching the frequency of the

transmitted carrier between two possible values to indicate binary "l's" and "O's. "

Although either coherent or noncoherent detection of the resulting signal is possi-

ble, only a noncoherent technique will be considered here. In particular the

assumed receiver is a dual-filter linear receiver as shown in Figure 3.5.24.

The two frequencies to be used are assumed to be separated adequately to reduce

their cross-correlation coefficient to a value near zero. The dual bandpass filters

are then centered about the individual frequencies. Each filter must have a band-

width broad enough to include the signal spectrum and any short-term oscillator

instability. Envelope detectors are utilized to detect the signals from the filters.

These are followed by low-pass filters having only enough bandwidth to include the

signal. The outputs of the low-pass filters are then subtracted, and the resultant

signal is amplified. Binary information previously contained in the two frequen-

cies is now contained in the polarity of the output signal. Further processing,

such as matched filter detection, can be utilized to enhance the signal-to-noise

ratio prior to the determination of the signal polarity.
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Analysis of Receiver

In the following analysis the signal will be traced through the receiver illus-

trated in Figure 3.5.24, as given by Glenn*. The passband of each filter is taken

as B 1 + 5 F where B 1 is the matched filter bandwidth (B1/f m = 2, fm being the

bandwidth of the output filter) and 5 F is the frequency uncertainty. Therefore,

"_ 2(B + iF). The S/N ratio afterthe approximate total noise bandwidth is BIF 1

either filter, at point b is

BIF

(S/N)b = (C/N)BIF B 1 + AF
(3.5-67)

For envelope detection the S/N at b must be at least 3 (4.8 db) for negligible

degradation of the output S/N. After detection the S/N at point c is then:

(S/N)c _ (S/N)b for (S/N) b > 3
(3.5-68)

The S/N at point d after the low-pass filter with a bandwidth f
121

is approximately:

(S/N) d (S/N) b

(B 1 + } F) /2

f
m

for optimum S/N

(3.5-69)

where

f = B1/2m

Glenn then states that the output S/N at point e is approximately

BIF

(C/N)BI F(S/N)out 0.84 (S/N) d _ 0.84 B1

for (S/N)b > 3 (3.5-70)

*Glenn, A. B., "Comparison of Binary Coded Transmission Systems, " IRE

Transactions on Communications Systems, June, 1960.
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The coefficient is 0.84 instead of 0.5 for large S/N becausethe noise con-

tributed by the channelwhich contains the desired signal is greater than the noise

contributed by the channelwhich does not contain the desired signal.

The error probability for noncoherentFSK is given by Lawton and Becker*

E
1 2N

P = - e o (3.5-71}
e 2

where E/N is the normalized S/N. (E is signal energy per bit, N is noise power
O O

unit bandwidth. ) This function is plotted in Figure 3.5.25. The relation between

average and normalized S/N for a matched filter is:

S/N = E/No or B1/f m = 1 (3.5-72)

Therefore, for the receiver of interest:

BIF

E/No _ 0.84 (C/N)BIF B1

= 0.84 (C/N)BIF

2(B 1 + 5 F)

B 1

= 0.84 (S/N)B1
(3.5-73)

The threshold condition is

(S/N)B 1 + 5F > 3 (4.8 db) (3.5-74)

*Lawton, J. G. and Becker, H. D., "Theoretical Comparison of Binary Data

Transmission System s, " Cornell Aeronautical Laboratory Report No. (A- 1172-5-1),

AD148803, May, 1958.
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Direct Li_

In order to indicate the capability of the direct link, the relationship between

the filter bandwidth (B 1 + 5 F) and data rate must be determined. Although the

S/N in each bandpass filter can be 9 db, the S/N at the output must be greater in

order to attain the required value for probability of error. This can be deter-

mined from Figure 3.5.26 and Equation (3.5-73). Figure 3.5.26 indicates that

the ratio E/N must be equal to 10.4 db (11) in order to attain an error probabilityo

of 1.67 x 10 -3 (word error probability equals 10-2; 6 bits per word). Then, from

Equation (3.5-73),

1

(S/b0B 1 - 0.84 E/No

11

0.84
- 13.1 (11.2 db) (3.5-75)

The maximum ratio of filter bandwidth (B 1 + 5F) to matched filter bandwidth (B1)

is then:

B 1 + 5 F (S/N)B 1 13.1

B1 (S/N)B 1 +SF 8

- 1.64 (3.5-76)

The filter bandwidth B 1 is equal to the reciprocal of the bit duration or equal to

the bit rate r. Then from Equation (3.5-76),

B 1 + 5F = 1.64 r (3.5-77)

The bandwidth of each filter can, therefore, be increased to 1.64 times the data

rate of B 1 in order to allow for frequency instability.

The relationship between transmitted power and the data rate is determined

below, utilizing the above equation and the nominal parameters given in Section

,R.].
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Table 3.5.13

Signal Power Available at Receiver:

(from Table 3.5.4)

Receiver Noise per cps (T e : 50°K)

Bandwidth (B 1 + A F)

S/N Required (in B 1 + A F)

Margin

Signal Power Required at Receiver:

i0 log P - 206.5 dbw

10 log

- 211.6 dbw

1.64 r db

9.0db

8.0db

10 log 1.64 r-194.6 dbw

rhenD

or,

10 IogP-206.5 -- 10 log 1.64r - 194.6

101ogP = 10 logr + 14dbw (3.5-78)

This relationship is shown in Figure 3.5.27.

The power level at which the system thresholds can also be determined

from the results of Table 3.5.13 by replacing 1.64 r by (B 1 + _ F) as given by

Equation (3.5-77).

101ogP = 10 log(B I+AF) +11.9dbw (3.5-78)

The thresholds for bandpass filters having bandwidths (B 1 + A F) equal to 3, 15,

and 50 cps then occur at P = 47, 232, and 720 watts, respectively. These values

are shown in Figure 3.5.27.

The relationship between transmitter power and data rate is also shown for

the system with the 85-ft. dish replaced by a 210-ft. dish (61 db gain).

The maximum allowable data rate is proportional to the energy transmitted

while the maximum bandwidth allowable without signal thresholding is proportional

to the peak envelope power (PEP). This suggests the desirability of transmitting

noncontiguous pulses to alleviate the frequency stability problem. For instance,

the analysis shows that with 50 watts of average power transmitted, the data rate

is 2 bits/sec, and the maximum allowable width of the bandpass filters is 1.64 r

= 3.3 cps, if contiguous pulses are transmitted. If the peak envelope power is
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increased to 500watts and the duty cycle is decreased to ten per cent, so that the

averagepower is still 50watts, the data rate remains at two bits/sec while the

bandwidthcan be increased to 33cps. The increase in bandwidthwill also allow

an increase in sweeprate for real-time acquisition by a factor of ten over the

contiguous pulse case. The bandwidthof a predetection recorder can also be

increased by a factor of ten over a CW system since the signal power during a

pulse is ten times as great.

NoncoherentPCM/FSK also has an advantageover coherent techniques (as

do other noncoherenttechniques) if predetection recording is utilized in that the

time-base stability of the record/reproduce operation is not critical.

Other factors such as prime power, weight, thermal dissipation, and power

level at antennabreakdownmust be taken into accountbefore the overall merits

of sucha technique canbe determined.

3.5.3.3.6 PCM/FSK/PM

PCM/FSK/PM is similar to PCM/FSK in that the binary information takes

the form of pulses at two different frequencies; however, in PCM/FSK/PM this

is carried out at a low frequency, and the resulting signal is used to phase-modu-

late the carrier. A maximum modulation index of 1.4 will be used as in Section

3.5.3.2.1. This results in the following distribution of power between the carrier

and the first set of sidebands:

Carrier power = 0. 324 P

Sideband (data) power = 0. 583 P

PCM/FSK/PM Relay Link

The nominal system parameters listed in Section 3.1 will be utilized in the

determination of the system capability. For an error probability of 10 -4 , Figure

3.5.26 indicates that the value of E/N required is 12.1 db (16.2).
o

noise ratio required is then given by Equation (3.5-73).

E/N
o 16.2

(S/N)B 1 - 0.84 - 0.84 = 19.3 (12.9 db) (3.5-79)

The signal-to-
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The relationship between transmitter power and data rate is calculated below.

Table 3.5.14

Then,

or,

Total Power Available at Receiver:

(from Table 3.5.3)

Subcarrier Suppresssion Factor (0. 583):

Signal Power Available at Receiver:

Receiver Noise per cps

Bandwidth (B 1 = r)

S/N Required

Margin

Signal Power Available at Receiver:

101ogP- 171.8 = 101ogr- 173.1

10 log P - 169.4 dbw

-2.4 db

10 log P - 171.8 dbw

-194.0 dbw

10 log r db

12.9 db

8.0 db

10 log r -173.1 dbw

101ogP = 101ogr- 1.3dbw (3.5-80)

This relationship is plotted in Figure 3.5.28. Table 3.5.5 lists the carrier

power required for three values of _, the percentage of communication time

taken for acquisition. It also gives the total power required for these values of

¢ and a modulation index of 1.4. In Figure 3.2.28, the modulation index (M) is

adjusted such that the carrier power, and therefore, the acquisition time, remains

constant below the threshold for M = 1.4.

PCM/FSK/PM Direct Link

The theoretical capability of the PCM/FSK/PM system in the direct link

differs from that of the PCM/FSK system only in that part of the total power is

utilized for the carrier. Since the loss of power in the data spectrum is -2.4 db,

for a modulation index of 1.4, the transmitter power versus data rate relationship

can be determined directly from Equation (3.5-78) for PCM/FSK

10 log P - 2.4 = 10 log r + 14
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or

10 log P = 10 log r + 16.4 (3.5-81)

This relationship is shown in Figure 3.5.29 along with the relationship for a

system utilizing a 210-ft. dish (61 db gain). As in the PCM/PS/PM system the

modulation index is varied to satisfy the power requirements for tracking in a

3 cps loop bandwidth.

3.5.3.3.6 Summary of Capabilities of PCM Systems

Relay Link

The data transmission capabilities of the PCM systems in the relay link

are illustrated in Figure 3.5.30. The nominal parameters defined in Section 3.1

have been assumed for all the systems. A probability of bit error of 10-4 has

also been assumed, along with a value of one per cent for the maximum communi-

cation time lost during acquisition (see Section 3.4).

The threshold effect noted at low data rates is a result of the minimum value

of carrier power (2.4 watts) required for acquisition of the signal under the con-

straint that _ = one per cent. The threshold is sudden for PCM/PS, since all
max

the received power is used for both signal acquisition and data. In the other sys-

tems the power required for acquisition is in the carrier of the spectrum of the

transmitted signal, while the data is contained in the first set of sidebands. The

relative amount of power in each is determined by the modulation index. The

maximum value which has been used for modulation index is 1.4. The point on

each curve at which threshold begins is the point at which the carrier power

transmitted is equal to 2.4 watts. Above this point, the modulation index is 1.4

and the carrier power is greater than 2.4 watts; E is therefore one per cent at

the threshold point and less above this point. Below the threshold point the

carrier power transmitted is held constant at 2.4 watts by decreasing the modu-

lation index. Since this is done at the expense of the power in the sidebands, the

data rate decreases more rapidly. The limiting condition is, therefore, reached

when the power transmitted is 2.4 watts, and the modulation index is zero; i.e.,

III-3-106



the acquisition constraint is satisfied but no data is transmitted.

of the curve can, therefore, be summarized by the following:

Above threshold:

At threshold:

Below threshold:

M = 1.4, ¢ < 1per cent

M = 1.4, E = 1per cent

M < 1.4, _ = 1per cent

The regions

Direct Link

Figure 3.5.31 shows the data transmission capabilities of the PCM sys-

tems for the direct link. The nominal direct link parameters given in Section

3.1 have been assumed. The probability of bit error is taken as 1.43 x 10 -3*

(10 -2 word error probability for a seven-bit word). The minimum bandwidth

available at the ground receiver has been assumed to be 3 cps. Note that the

3 cps refers to the bandwidth of the bandpass filters for noncoherent PCM/FSK

while it refers to the noise bandwidth of the phase lock loop for the other modu-

lation techniques. Therefore, PCM/FSK should not be compared directly with

the other techniques in the threshold region.

The data rates in the threshold region for the systems other than PCM/

FSK have been determined in the same manner as that described for the relay

link. Here, the condition to be satisfied is that a minimum signal-to-noise ratio

of 7.5 db be available in the 3 cps bandwidth. This is the same as for the relay

link except that the bandwidth in that case was defined in terms of the acquisition

parameter, _. Further discussion of the signal tracking and acquisition problem

for the direct link is given in Section 3.4.

The threshold criterion for the noncoherent PCM/FSK system is that the

signal-to-noise ratio in the bandwidth of the bandpass filters be at least 9 db.

Reducing the signal-to-noise ratio below this value results in rapid degradation of

the signal in the envelope detector, thereby increasing the error rate.

*Note that this differs from the bit error probabilities used in the previous indiv-

idual analyses of some of the systems; therefore, adjustments have been made

where necessary to present the systems on an equal basis. A bit error proba-

bility of 1.66 x 10-3 was used previously for the PCM/FSK and PCM/FSK/PM

analyses and 10 -4 for the PCM/FM/PM analysis.
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APPENDIX A

Bit Error Probability for PCM/PS with Matched Filter Detection

(a) Determination of Peak Signal-to-Mean Square Noise Power Ratio

Since PCM/PS modulation combined with matched filter detection is theo-

retically the most efficient binary system available, its bit error probability

versus signal-to-noise ratio will be used as a standard. Sqnarewave modula-

tion will be assumed, i. e., the waveform of a single bit after synchronous de-

tection is

f(t)

T T
-- -< t -< --

V for - 2 2 (A-l)

0 elsewhere

A matched filter for any signal must have an impulse response equal to the

reverse of the time function to be detected. This is given by

h(t) = f (T-t) (A-2)

Since the squarewave time function to be detected is symmetrical about the

time -axis

h(t) = f (T-t) = f(t) (A-3)

A filter satisfying this requirement is an integrate-and-dtunp circuit.

The frequency response of the integrate-and-dump circuit is then

I

H(w) = / h(t)eJWtdt

T

2

e jwt dt

III-3-108



= V
eJWT/2 -jwT/2-e

jw

= VT
sin wT/2

wT/2 (A-4)

The mean noise power output from the filter is given by

_ No / 2Nf 2. I_,(w)t dw
O

 o/i vTs wTj212- 2 lr wT/2 dw

v2N°2Tf I s_nw_/2[2- 2 _" wT/2 dwT/2

O

V2NoT v V2NoT

2 2 (A-5)

where No is the noise power per unit bandwidth. The noise is assumed to be

white and to have a gaussian distribution.

The peak signal voltage from a matched filter is equal numerically to the

energy in the input signal. This is determined as follows

V ° = / S2 (t) dt
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T

2

V2 dt

= V2T (A-6)

The peak signal power is then

Sf = V 4 T 2 (A-7)

The ratio of peak signal power to mean noise power defined in Equations (A-5)

and (A-7) is

SfP = V 4 T 2

Nf V 2 N T/2
O

2V 2 T

N
O

(A-8)

It is now desirable to relate this expression to the signal-to-noise ratio S/N,

where S is the average power of the PCM/PS signal received and N is the receiver

noise power in the equivalent bandwidth of the matched filter (NoB) . To do this

we consider the synchronous detection of the signal during a single bit period and

use the following representation of the signal and noise at IF.

fIF (t) = _f2 S cos wt (A-9)

niF (t) = _oBIF (t) coswt + _NoBIF (t) sinwt(A_10)

c (t) = C cos wt (A-11)
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where S is the average signal power

niF (t) is a mathematical representation of narrowband gaussian noise

in the IF bandwidth in terms of the in-phase and quadrature

components.

c (t} is the in-phase reinserted carrier.

The components of signal and noise at baseband are then

fb (t) =_ coswt

2

C cos wt

(A-12)

and

nb (t) = 2 Nob (t) coswt C coswt+ 2 Nob (t) sinwt C coswt

2 (t) (A-13)

where b is the width of the baseband and is equal to BIF/2.

The signal-to-noise power ratio ahead of the matched filter is therefore (from

A-12 and A-13)

(s) _ s
N b Nbo

(A-14)

Since the value of the noise in this case is exactly the same as that used in the

derivation of signal-to-noise ratio at the matched filter output (noise density = No;

total noise = N x bandwidth) then S is the true average power in the assumedo

signal, i.e., V 2 = S. Therefore Equation A-8 may be rewritten as

III-3-111



Sfp 2 ST

Nf No
(A-IS)

The last step is to determine the equivalent bandwidth of the filter.

may be found from the following definition:

B =

eq /H (o/2

Then, from Equation A-4

B
eq

2_r

sin w T/2 / 2

wT/2 /
t

2
(VT)

dw

It

(A-16)

2/2yT

O

sin wT/2

wT/2
d wT/2

1

2T
(A-17)

SubstitutionintoEquation A-15 yields

S S
w

Nf N B No eq

(A-18)
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Therefore, the ratio of peak signal power to meannoise power at the output of

the filter is equal to the ratio of average received signal power to mean noise

power in the receiver where the latter noise is calculated in a bandwidth equal

to one-half the bit rate.

(b) Bit Error Probability

Assuming errors in the "l's" and"O's" are equally probable and a balanced

amplitude sampling system is utilized, the probability of error in a "1" or "0" is

given by the normal probability density function

where

X

/ 21 -i/2 x
e m dx

P (1/0) = P (0/1) = 1/2 -¢2_ _2
O

(A-19)

P (I/0) = probabilityof receiving 1; 0 transmitted

P (0/1) = probabilityof receiving 0; i transmitted

x = peak signal amplitude at filteroutput

= rms noise amplitude

Therefore, for the system being considered, the above definitionslead to (from

Equation A-18)

2
x Sfp s

v2 Nf N
(A-20)

Letting S/N = t, Equation A-19 may be rewritten as

2
t t

P (i/0) = P (0/i) = 1/2 1 e 2

O

dt

- /1/2 - $ (t) dt

O

(A-21)
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The probability of bit error is

P = P(0) P(I/0) + P (1) P (0/1) (A-22)
e

where P (0) and P (1) are the probabilities of transmitting a "1" and "0" respec-

tively and will be assumed to be equal (0.5). Then from Equations A-21 and

A-22

t

PlJ2e{211/2/0,t d }
O

= 1/2 -f ¢ (t) dt

O

(A-23)

Using values from tables of the normal probability functions this function is

plotted in Figure A-1.
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3.5.4 FM and FM/FM Telemetry System Analyses

3.5.4.1 General Considerations

In this analysis it will be assumed that the individual data channels are

frequency-division multiplexed (FDM) before modulating the carrier. In the FM

analysis they will amplitude-modulate the subcarriers. This will yield a resultant

modulation of AM/FM. In the FM/FM analysis, they will frequency-modulate the

subcarriers.

3.5.4.2 Noise Improvement Factor of FM (Single-Channel)

Appendix A of this section shows the derivation (from Black*) that for a

sinusoidal modulating signal the S/N ratio at the output of an FM receiver is

given by**:

S/N = 3M 2P /2bn
c

where:

M = modulation index

P = carrier power
C

b = noise bandwidth of output filter

n = noise power spectral density

The carrier-to-noise (C/N) ratio before detection is given by:

C/N = P /Bn
c

where B is the predetection bandwidth.

Therefore, Equation (3.5-82} may be written:

S/N = (3M 2) (C/N) (B/2b)

In decibels this becomes:

S/N = C/N + 101og3M 2 + 10 logB/2b(db)

*Black, H.S. Modulation Theory, Van Nostrand Co., 1953, page 224.

**Assuming an ideal FM detector, which is insensitive to amplitude modulation,

distortionless, and noise-free.

(3.5-s2)

(3.5-83)

(3.5-84)

(3.5-s5)
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Evenwith a sinusoidal modulating signal, the spectrum of a frequency-modulated

wave extends over an infinite bandwidth. However, in practical applications the

significant range of the spectrum is often approximated by:

where:

B _ 2 (M + 1)b =2 (F +b) (3.5-86)

b is the information bandwidth (baseband)

F is the frequency deviation "= Mb

In a conventional FM receiver (neglecting doppler effect) the predetection band-

width B is equal to the R.F. bandwidth. Therefore, Equation (3.5-84) may be

written:

= (3M 2) (C/N) (B/2b)

= (C/N) (3M 2) (M + 1)

for conventional FM.

(3.5-87)

(3.5-88)

S/N

3.5.4.3 The Threshold Effect

The threshold C/N ratio will be defined as that at which the demodulated

output S/N ratio begins to decrease more rapidly than the input C/N ratio. At

C/N ratios less than this, the full noise improvement capability of FM is not

realized. Figure 3.5.32 shows an example of the FM threshold effect. This

FM threshold effect is actually a result of the so-called "capture effect" which

occurs in the situation where two (or more) FM signals are operating on a

common frequency or are separated by a relatively small frequency difference.

In the FM demodulation process, the weaker signal then becomes suppressed by

the stronger*. When the peak amplitude of the interfering signal is equal to the

peak amplitude of the desired signal, the interfering signal then "captures" the

receiver, i.e., it suppresses the deisred signal. This same effect occurs when

noise is the "interfering signal," since noise may be represented by an ensemble

of sinusoidal elements, unrelated in phase and frequency**.

*Just how much stronger the desired signal must be to suppress the weaker signal

adequately depends on the receiver characteristics. A factor of 3 db is sufficient

in all receivers of interest.

**Black, loc. cit., page 222.
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To evaluate the threshold level for random noise interference, it is first

necessary to establish the peak amplitude of the noise and then equate this to the

peak carrier amplitude. A "crest factor" of four is frequently assumed for ran-

dom noise, meaning that the peak-to-rms noise voltage ratio is 4(12 db)*. With

the receiver bandwidths used in practical communication systems, the probability

of any noise peak substantially exceeding four times the rms level is very remote.

Since the amplitude of the random noise is often assumed to have a Gaussian

probability distribution, as shown in Figure 3.5.33, it is of interest to see what

the probability of a noise peak exceeding four times the rms level is in this case.

The rms noise voltage is or, so the probability of exceeding a crest factor

of four in Gaussian noise is the probability that the noise voltage will be greater
-5

than + 4 cr at any instant. Statistical tables show this probability to be 6.3 x 10 ,

which is indeed quite small.

The peak-to-tins voltage ratio of the sinusoidal carrier wave is 3 db, and

that of the random noise is 12 db (assuming a crest factor of four). Therefore,

when the peak noise voltage is equal to the peak carrier voltage, the ratio of rms

carrier voltage to rms noise voltage is approximately 9 db. At this point, the

performance is about the same as that of AM**. How much higher than this the

C/N ratio must be to realize the full noise improvement of FM depends on the

receiver characteristics. In general, it should be 3 or 4 db above equality of

peak carrier and peak noise (in the predetection bandwidth)**. Thus, as shown

in Figure 3.5.32, the FM threshold occurs at a C/N ratio of approximately 12 db.

Since the FM threshold occurs when the peak carrier power is about 3 db

greater than the peak noise power (in the predetection bandwidth), it follows that

wide-deviation FM will require more carrier power in order to rise above

*Nichols, M. H. and Rauch, L. Radio Telemetry, Second Edition, Wiley, New

York, N. Y., 1956.

**Crosby, M. G., "Frequency Modulation Noise Characteristics," Proc., IRE,

April, 1937.
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threshold thanwill narrow-deviation FM. Thus, the price paid for the large

noise improvement factor of wide-deviation FM employing a conventional FM

receiver is that of overcoming a high threshold requirement. (However, with an

FMFB receiver, it is possible to employ a wide deviation without encountering the

high threshold problem. This is discussed in Section 3.5.6 of this analysis).

3.5.4.4 Pre-Emphasis

The analysis of Section 3.5.3 has considered only one sinusoidal component

of the modulating signal. Equation (3.5-88) showed that the noise improvement

factor is determined by the modulation index M, defined by:

M = F/f (3.5-89)

where F is the frequency deviation caused by the modulating sinusoid of frequency

f. Clearly, the higher the modulating frequency f, the lower is the noise improve-

ment factor. This is because the modulation index corresponding to a given fre-

quency deviation produced by the signal is less*. As a result, it has been found

advantageous to increase the amplitude of the higher frequencies before modula-

tion at the transmitter. This pre-emphasis improves the noise suppression at

the receiver by making the modulation index at high frequencies greater than

would otherwise be the case, and the receiver output retains this improvement

in S/N ratio after performing appropriate de-emphasis.

The amount of pre-emphasis is often specified as the number of decibels of

amplification of the highest baseband frequency above that of the lowest baseband

frequency (e. g., 10 db of pre-emphasis). Assuming a straight line connecting

these two points, the average pre-emphasis in the baseband can be readily calcu-

lated. Passive networks at the transmitter and receiver can be used for pre-

emphasis and de-emphasis.

*cf. Terman, F. E. Radio Engineering, Third Edition, McGraw-Hill, New York,

N. Y., 1947. This can also be explained by the "triangular output noise voltage

spectrum" of FM, as explained by Tibbs, C. E. and Johnstone, G. G., in Fre-

quency Modulation Engineering, Wiley, N. Y., 1950.
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3.5.4.5 Multi-Channel Baseband FM

Section 3.5.2 has dealt with the case of a single-channel baseband trans-

mitted by frequency modulation. This section will show how the noise improve-

ment factor changes for the case of a multi-channel baseband. Here the baseband

will be assumed to be composed of many frequency-division-multiplexed channels,

such as shown in Figure 3.5.34.

As shown in Section 3.5.4.4, the noise which falls in the baseband of an FM

radio system increases with the baseband frequency. Consequently, the noise is

greatest in the highest frequency channel. Thus, the S/N ratio will be evaluated

in the highest frequency channel.

Appendix B shows that the output S/N ratio in the highest channel may be

written:

S/N = (F/fm)2 (Pc/2bn) (3.5-90)

This corresponds to Equation (3.5-82) in the single-channel case.

(3.5-83), this may be written:

S/N = (F/fm)2 (C/N) (B/2b)

In decibels this becomes:

F B
S/N = C/N +20log f + 10 log _ (db)

m

which corresponds to Equation (3.5-85) in the single-channel system.

Using Equation (3.5-92), one may assign values to the desired S/N ratio,

bandwidths, and frequency deviation to arrive at the required C/N ratio. The

required transmitter power will then be that required to establish the required

C/N ratio in the predetection bandwidth B.

Using Equation

(3.5-91)

(3.5-92)
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3.5.4.6 FM With Feedback

Originally conceived at the Bell Telephone Laboratories in 1939, FM with

feedback (FMFB) is presently being used in communication satellite systems.

The modulation is actually wide-deviation FM; the feedback is applied only in the

receiver to reduce the deviation in the I.F. stages. This is done by using the

output of the discriminator to cause a local oscillator to partially track changes

in the instantaneous frequency of the received signal. The local oscillator out-

put is then mixed with the received signal to yield a comparatively narrow differ-

ence frequency band which becomes the I.F. bandwidth.

The theoretical advantage of FMFB (over conventional FM reception) is

_hat, due to the narrowing of the I.F. bandwidth by the feedback process, the

noise admitted to the discriminator in an FMFB receiver will be much less than

that in the total R.F. bandwidth. Thus, the carrier power required to maintain

the predetection carrier-to-noise ratio above threshold (about 12 db in the pre-

detection bandwidth) is much less with feedback than it would be without feedback.

This permits the use of wide deviation FM at the transmitter (with its large

inherent noise improvement factor) without experiencing the high threshold re-

quirement of conventional wideband FM reception.

One way of implementing an FMFB receiver is shown in Figure 3.5.35.

The discriminator output causes the local oscillator to partially track changes

in the instantaneous frequency of the receiver signal such as to reduce the devia-

tion ratio in the I.F. amplifier. Appendix C shows from elementary servo theory

that the I.F. modulation index becomes:

M

MIF - 1 +/_ (3.5-93)

where:

M = the transmitted modulation index

__MIF = the I.F. modulation index

= the feedback factor (loop gain}
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Equation (3.5-93) then showsthat the I.F. bandwidth is approximately:

= _ +1 b (3.5-94)B' 2 1+ _

Thus, the minimum theoretical I.F. bandwidthpossible is twice the baseband.

!

B - : 2b (3.5-95)

This would require an infinite feedback factor. However, a significant bandwidth

reduction can be made with values of _ even on the order of 10 or 20.

In FMFB, the ideal predetection bandwidth approaches 2b, to reduce the

threshold requirement. Thus, in FMFB Equation (3.5-84) approaches:

S/N = (3M 2) (C/N) (B/2b)

= (3M 2) (C/N) (2b/2b)

= (3M 2) (C/N) (3.5-96)

From a first glance at Equations (3.5-88) and (3.5-96), one might infer

that FMFB has lost something through the dropping of the (M + 1) factor. How-

ever, this is not the whole story, since it should be recalled that FMFB permits

the use of a larger value of M than conventional FM does, without encountering

the high threshold requirement of conventional FM.

For example: In conventional FM a modulation index of four might be used.

Equation (3.5-88) shows the noise improvement factor would be:

3M 2 (M + 1) = 48 x5 = 240 -- 24db (3.5-97)

In FMFB, however, a modulation index of ten (or even higher) might be

used. For M = 10, Equation (3.5-96) shows the noise improvement factor would

be:

3M 2 = 300 = 25 db (3.5-98)

which is slightly better than that of the conventiona FM system of Equation (3.5-97).

However, the conventional FM system must provide a 12 db C/N ratio in a pre-

detection bandwidth of:

B = 2(M + 1)b = 10b (3.5-99)
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while the ideal (infinite feedback) FMFB system must provide the 12 db C/N

ratio in a predetection bandwidth of only 2b. Since the noise power in the 10b

bandwidth would be five times that in the 2b bandwidth, the FMFB system would

produce the same noise improvement factor as the conventional FM system with

only 1/5 the transmitter power. Conversely, for equal transmitter powers, the

signal-to-noise ratio of the FMFB system would be 8 db better than the conven-

tional FM system in this simple example.

3.5.4.7 Establishment of Required Analog Output S/N Ratio

In order to make a comparison between analog modulation systems and

digital modulation systems, it is necessary to establish the output S/N ratio

required as a function of the accuracy requirements of the data. (This is anal-

ogous to Table 3.5.2 in the PCM analysis, where the data accuracies were re-

lated to the required encoding accuracy, hence, to the quantization noise.)

The accuracy comparison is admittedly somewhat arbitrary, since quanti-

zation noise has a uniform (rectangular) distribution while thermal (analog system)

noise has a gaussian distribution. Therefore, one can speak of maximum error

for a digital system, while it is more common to require a corresponding rms

error from an analog system*. Therefore, an analog accuracy requirement of

+1 per cent is taken to mean a ratio of full-scale signal voltage-to-rms noise

voltage of 100, i.e., 40 db. Figure 3.5.36 has been plotted on this basis.

3.5.4.8 Calculation of Required FM Transmitter Power

3.5.4.8.1 Subcarrier Frequencies

Although it would be desirable (from an implementation viewpoint) to use

standard IRIG SCO frequencies, these subcarrier frequencies would result in a

base bandwidth considerably greater than is necessary for this application. Since

the individual channel signal bandwidths are only a few cps, the use of AM sub-

carrier modulation (instead of SSB) will not result in an excessive multi-channel

base bandwidth and will allow a considerably simpler receiver.

*If it is desired to compare this to the performance of the digital system on the

basis of rms errors, the rms value of a uniform distribution is 1/3 of the peak

value.
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If suitable active {feedback} bandpass filters are used in the receiver, then

the receiving channel bandwidths can be narrow enough to permit the use of rela-

tively close-spaced subcarrier frequencies. Typical channel allocations might

be spaced every 10 cps, as shown in Table 3.5.15.

Table 3.5.15

Channel No. SCO Frequency Band

1 100 cps 99 - 101

2 110 109- 111

3 120 119- 121

4 130 129 - 131

5 140 139 - 141

6 150 149 - 151

7 160 159- 161

8 170 169- 171

9 180 179- 181

10 190 189 - 191

etc.

Using these subcarriers, the multi-channel bandwidth of the system may

be approximated by:

f = 100 + 10 {N-l} (3.5-100}
max

SC

10 (N + 9}

where N is the number of channels.

3.5.4.8.2 Conventional FM

The nominal parameters given in Section 3.1 will be used for the FM relay

link calculations.

The transmitter power required for conventional FM at low data rates will

be that required to provide a 12 db C/N ratio in the I.F. bandwidth. Since this
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is the same requirement as that of the conventional PCM/FM analysis, Figure

3.5.20 is equally applicable to the conventional FM analysis. This shows it is

not a desirable receiving system.

3.5.4.8.3 FM With Feedback

For the analysis of FM with feedback, a receiving system of the nature of

that shown in Figure 3.5.37 will be assumed, along with a linear pre-emphasis

taper such that the output S/N ratio is the same from each channel. Equation

(3.5-92) then yields the channel output S/N ratio:

S !

S/N = C/N +201ogM + 10 log 2---b- (3.5-92)

where b is the channel base bandwidth

F is the channel peak deviation

fSC is the channel subcarrier frequency

M is the modulation index = F/fsc, a constant due to linear pre-emphasis

B'--.----_2 fSC

max

It is now required to choose the required S/N ratio from Figure 3.5. 36and to

calculate the frequency-modulation index required to produce this S/N from the

threshold value of C/N, utilizing Equations (3.5-93)and (3.5-94).

For example, for + 1 per cent accuracy, Figure 3.5.36 shows that S/N =

40 db is required. However, for 100 per cent amplitude-modulation of the sub-

carrier, only 1/3 of the total channel power is available in the sidebands, the

remaining 2/3 lying in the carrier. Therefore, when considering useful sideband

power, an extra 4.8 db must be required in the S/N ratio of Equation (3.5-92).

Substitution of Equation (3.5-100) into Equation (3.5-92) then yields:

44.8 = 12 +201ogM + 10log 20 tN +9) (3.5-101)
4

(where it has been assumed that a channel having a nominal 3-db base bandwidth

of 1 cps would have a noise bandwidth of 2 cps). Solution of Equation (3.5-101) for
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M shows that the required channel modulation index varies from 3.5 to 2.9 as

the number of channels N varies from 1 to 10. This is a reasonable value of M.

The transmitter power requirement, therefore, is such that at least a 12

db C/N ratio must be established in a bandwidth approximately equal to twice the

highest subcarrier frequency.

Using the nominal parameters given in Section 3.1 together with Equation

(3.5-100) now, it is possible to calculate the transmitter power required as a

function of the number of channels, as shown in Table 3.5.16.

Table 3.5.16

Transmitter Power

Capsule Antenna Gain

Path Attenuation (at 50,000 kin)

Receiving Antenna Gain

Miscellaneous RF Losses

Carrier Power Available at

Receiver:

Receiver Noise Density per cps (KTF)

Base Bandwidth

C/N Required

Margin

Carrier Power Required at
Receiver:

10 log P dbw

0.0 db

-166.4 db

0.0 db

-3.0 db

10 log P - 169.4 dbw

- 194.0 dbw

10 log 20 (N + 9) db

12.0 db

8.0 db

10 log 20 (N + 9) - 174 dbw

Therefore, the power balance equation becomes:

which yields:

10 log P-169.4 = 10 log 20 (N + 9) - 174 dbw

101ogP = 10log20 (N +9)- 4.6dbw

This has been plotted in Figure 3.5.38.

(3.5-102)

(3.5-103)
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If the discriminator of Figure 3.5.37 is a phase-lock discriminator* with

a threshold of 6.5 db instead of the conventional 12db, then the required trans-

mitter power would be reducedby a factor of 1/3.5. This has also beenplotted

in Figure 3.5.38. The modulation index required would then be slightly greater

to provide the sameoutput S/N ratio, but it would still not be excessive.

3.5.4.9 Calculation of Required FM/FM Transmitter Power

3.5.4.9.1 Subcarrier Frequencies

In FM/FM telemeters a deviation ratio of five is commonly used. The

exact value, of course, should be optimized for this application before starting

a system design. A modulation index in the neighborhood of unity will result in

a performance comparable to the AM/FM system previously analyzed. There-

fore, in order to examine the difference between AM/FM and FM/FM in this

application a deviation ratio of five will be used for this analysis.

A suitable selection of subcarrier frequencies must be based on a precise

knowledge of individual channel bandwidth requirements, as well as adequate

suppression of inter-channel cross-talk. Based on rough estimates of the re-

quired bandwidth for 50-db FM sideband suppression, the channel allocations

listed in Table 3.5.17 appear as though they might be satisfactory.

*The resulting FMFB-phase-lock receiver would be similar to a tracking beacon

presently being developed by GE-MSD on another spacecraft program.
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Table 3.5.17

Channel No. SCO Frequency Band

1 50 cps 45 - 55 cps

2 80 cps 75 - 85

3 110 cps 105 - 115

4 140 cps 135 - 145

5 170 cps 165 - 175

6 200 cps 195 - 205

7 230 cps 225 - 235

8 260 cps 255 - 265

9 290 cps 285 - 295

10 320 cps 315 - 325

etc.

Using these subcarriers, the multi-channel base bandwidth of the system

may be approximated by:

f = 50 + 30 (N- 1)
max

= 20 (I.5N + i)
(3.5-104)

3.5.4.9.2 Conventional FM/FM Receiver

Just as in conventional FM and PCM/FM, the transmitter power required

for conventional FM/FM at low data rates will be that required to provide a 12

db C/N ratio in the IF bandwidth, which is a function of the frequency uncertainty.

Therefore, Figure 3.5.20 is equally applicable to the FM/FM analysis.

3.5.4.9.3 FM/FM With Feedback

FM/FM with a feedback receiver will be similar to the previously analyzed

AM/FM with feedback, although the system base bandwidth will be greater, due

to the frequency-modulation of the subcarrier resulting in a wider spectrum than

amplitude modulation (Equation 3.5.-100) would. This is given as Equation (3.5. -104).
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The FM equation for an individual channel is:

B
S/N = SC/N+101og3M 2 +101og 2-'b-

which for + 1 per cent accuracy becomes:

40 = SC/N + 10 log 3(25) + 10 log 10/4

SC/N = 40- 18.7-4

SC/N = 17.3db

(3.5-105)

(3.5-106)

This required SC/N ratio of 17.3 db in a 10 cps bandwidth must be obtained

from the output of the FMFB receiver. The appropriate FM equation (assuming

linear pre-emphasis) is:

S/N = C/N+ lOlogM 2+ iOlog 40 (1.5N+ 1)
20

17.3 = 12+ 10log M 2+ 10log2(1.5 N+ 1)

10 log M 2 = 5.3 - 10 log 2 (1.5 N + 1) (3.5-107)

This shows that a deviation ratio on the order of unity will be quite adequate.

(The required FM improvement here has been obtained through the subcarrier

discriminators. )

Therefore, the transmitter power requirement is that of producing a 12 db

C/N ratio in a bandwidth of approximately 40 (1.5N + 1), which corresponds to

the 20 (N + 9) bandwidth of the AM/FM system. This has been plotted in Figure

3.5.38.

It appears that, by choosing the AM/FM subcarriers at slightly lower fre-

quencies than those of Table 3.5.15, the AM/FMFB performance can be made

to exceed the FM/FMFB performance regardless of the number of channels.

Since the AM channels are simpler to implement than the FM, the AM/FMFB

system is, therefore, recommended over the FM/FMFB system.

3.5.4.10 Determination of Equivalent Digital Data Rate

Although the comparison is actually somewhat artificial without more

knowledge of the statistics of the data, for purposes of comparison with the digital
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systems analyzed for this application, it is of interest now to convert the inde-

pendent variable of Figure 3.5.38 from the number of channels N to an equivalent

binary data rate. The theoretical maximum number of independent samples per

second available from each channel is equal to twice the channel base bandwidth.

Therefore, a one-cps channel carries the equivalent of up to two independent

samples per second. The number of equivalent bits per sample (i. e., the reso-

lution of each sample) depends on the analog S/N ratio. Comparison of Figure

3.5.36 to Table 3.5.2 (in the PCM analysis) permits the association of S/N ratio

and accuracy with an equivalent number of bits per sample. For example, 6-bit

PCM offers an accuracy of + 0.8 per cent, which corresponds to an equivalent

analog S/N ratio of 41.7 db in a one-cps data channel. This could be said to

convey up to 2 x 6 = 12 bits/sec, of data. In general, this line of reasoning

leads to an equivalent digital data rate per channel of"

0 < r < 2nb (3.5-108)

Since the modulation index can be increased to provide a higher output

channel S/N ratio with only a slight increase in predetection bandwidth, the

equivalent value of n has only a secondary effect in this comparison. Therefore,

in order to simplify the comparison, a value of n = 6 bits/sample will be used.

In this manner, the results presented in Figure 3.5.38 have been translated to

those of Figure 3.5.39.
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APPENDIX A

Derivation of FM Out-put S/N Ratio*

Frequency modulation of a sinusoidal carrier by a sinusoidal modulating wave

may be represented by:

F
M(t) = A sin(2_fct +-}- sin 217ft) (A-l)

where:

F is the frequency deviation

f is the frequency of the modulating wave

f is the carrier frequency
c

The instantaneous frequency (defined as the time rate of change of the argument,

divided by 2 v) is given by:

f. = f + F cos 2 _ft (A-2)
1 C

The output voltage of an ideal FM detector will be proportional to the amount

this instantaneous frequency varies from the carrier frequency. Thus:

e = m F cos 2_ ft (A-3)
S

where m is a factor of proportionality.

The corresponding average output power (in a one-ohm circuit) is:

2 1 2 F 2 (n-4)S = e =-- m
s 2

where the bar denotes the time average.

The noise output power will now be calculated, assuming that uncorrelated noise

is uniformly distributed in frequency over the frequency range accepted at the

detector input. The band of noise of power spectral density n will be represented

by a large number of sinusoidal elements, separated in frequency by increments

$ f. The sinusoidal components will each have a peak amplitude of ¢2n ]_ f ,

*From Black, loc. cit., pp. 221-224.
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and will be unrelated in phase and frequency. The sum of a particular incremental

noise sinusoid and the unmodulated carrier may be written in the form:

where:

R = A sinU) t +_sin(w c +w) t (A-5)
C

t+Xsin(w +w)t I (A-6)= A sin wc c

o) = 2_f

o) = 2_f
C C

n = input noise power density

_f = input bandwidth increment

X =_f2n_f'/A << 1

Then, by mathematical identity, Equation (A-6) may be written:

X 2 t) 1/2R = A(I+ +2Xcos u) sin(o) t + e)
C

(A-7)

where:

-1[ Xsin_t ]= tan 1 +Xcos _t

Xsino_t forX<< 1

Thus, for small values of X, Equation (A-7) may be written:

i/2
R _ A (1 + 2 X cos _t) sin (u_ct + X sin _ct) (A-S)

As in Equation (A-2), the instantaneous frequency is given by:

f. = f +Xfcos2_rft (A-9)
1 C

So, when the wave described by Equation (A-8) is applied to an ideal FM detector,

the output voltage will be given by:

e
n

= mXfcos2 _ ft

- mfV2n_f' cos2 7rft
A (A-IO)
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This will yield an incremental noise power (in an assumed one-ohm output cir-

cult) given by:
2 nf22 m

AN = e - 6f (A-11)
n A 2

Going to the limit as _f---_0, yields:

2 n f22 m
dN = e - df (A-12)

n A 2

x,._

The average noise power output may be obtained by integrating this over the

range of noise frequencies of f in Equation (A-5) which will appear in the output

of the low-pass output filter of bandwidth b.

N =f dN = 2f b dN - 2m2n f
A 2

-b o o

f2 df = 2m2n b3/3A 2

(A- 13)

Since the carrier power is given by:

P = A2/2 (A- 14)
C

Equation (A-13) may be written:

2
N = m n b3/3p (A-15)

c

Division of Equation (A-4) by Equation (A-15) yields the output S/N ratio:

S/N = 3 (F/b) 2 (Pc/2 bn) (A-16)

Since an output bandwidth b will accommodate a modulating signal frequency up

to b, this may be written:

S/N = 3M 2p /2bn (A-17)
c

where M is the modulation index = F/b.

this report.

This is Equation (3.5-82) in the body of
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APPENDIX B

Derivation of FM Output S/N Ratio in Highest Channel of Baseband

Appendix A has shown the output S/N ratio derivation for the case of a single

channel output of bandwidth 0 to b cps. This appendix will show the derivation

of the output S/N ratio in the worst* (i. e., highest frequency) channel, with a

bandwidth lying between fl and f2 cps, as shown below in Figure B-lo

All of the reasoning up to Equation (A-12), in Appendix A still applies. However,

the integration limits of Equation (A-12) now become fl to f2 instead of 0 to b,

yielding:

f 2 ff2 f2
f2 2 m n

N = 2 dN - A2

fl fl

df (B-l}

Now letting:

= (2m2n/3A 2) (f2 3 - fl 3)

= (2m2n/3A2) (f2 - fl ) (f2 2 + flf2 + fl 2)

f2 - fl = b

2**

(f2 2 + fl f2 + fl 2) _ 3f
m

(B-2)

(B-3)

(B-4)

where f
m

(for f2 _ fl _ fm )

is the mean frequency of the channel under consideration, yields:

N = (2m 2 n/3A 2) (b) (3fro 2)

2 (B-6)= (2m 2n/A 2) (b) (fro)

*As shown in Section 3.5.4.4, the noise which falls in the baseband of an FM sig-

nal increases with the baseband frequency. Thus, the noise is greatest in the top

channel, corresponding to the highest frequency in the baseband.

**The fractional error in the approximation in the top channel of a system is as

follows: 300 channels -9.3 x 10-7; 12 channels - 6.3 x 10-4; 6 channels - 2.7 x 10 -3
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Since the carrier power is given by Equation (A-13)

p = A2/2
c

Equation (B-6) may be written:

2
N = (m 2n/P c) (b) (fm)

Division of Equations (A-4) by (B-7) then yields the output S/N ratio:

S/N = (F/f)2
m (Pc/2 bn)

This may be written

(A-13)

(B-7)

(B-8)

S/N = M 2P /2bn (B-9)
C

where M is the modulation index of the mean frequency in the channel*. Note

that the factor of 3 in Equation (A-16) has disappeared in Equation (B-9)°

b
J

fl f2 f

Figure B-1. Spectrum of Highest Channel

*Note that, with a large number of channels in the system, the modulation index

does not vary significantly over the channel bandwidth of the high channels.
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APPENDIX C

Derivation of I.F. Modulation Index

Equation (3.5-93) may be readily derived from elementary servo theory.

Consider the receiver feedback loop of Figure C-1.

The function of the loop is to drive the frequency deviation F 2 to the value of F 1.

The error in doing this is indicated by A F.

Let the loop gain be given by:

# = K 1 K 2 (C-1)

Then:

F = F 1 - F2 (C-2)

= F]-_F u

Solution for A F yields:

F 1
_F -

I+D

(C-3)

Thus, from the definition of modulation index {Equation 3.5-89) the I.F. modu-

lation index is given by:

M
= (C-4)

MIF 1 +

where M is the modulation index associated with F 1"

F
1

!
+ AF= F1 - F _,_ _ 2 K 1

!m

F
Local Osc.

cps/Volt

Volts/cps

Discrim.

Figure C-1. Receiver Feedback Loop
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APPENDIX E

Nomenclature

b

B

B'

C/N

D

e
n

e
S

f

f
m

F

FMFB

m

M

n

P
C

P(V n)

s/s

V
n

Channel information bandwidth (cps)

predetection bandwidth (cps)

loop bandwidth in FMFB receiver (cps)

predetection carrier-to-noise power ratio

deviation ratio, the ratio of the maximum frequency deviation to the

maximum modulating frequency

noise voltage out of FM detector (volts)

signal voltage out of FM detector (volts)

a typical frequency (cps)

mean frequency of the channel under consideration (cps)

frequency deviation, the maximum instantaneous frequency excursion

(cps)

frequency modulation with feedback

factor of proportionality in FM detector

modulation index, the deviation ratio when the modulating signal is a

single sinusoid

noise power spectral density (single-sided spectrum) (watts/cps)

unmodulated carrier power (watts)

probability density function of predetection noise voltage amplitude

(volts)- 1

detected signal-to-noise ratio

instantaneous amplitude of the predetection noise voltage (volts)

feedback factor (loop gain) of the feedback receiver
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Noncoherent Multi-level FSK Direct Link

Multi-level FSK or quantized FSK is used with a sample-data system (time-

division multiplex) in which the carrier frequency is keyed in accordance with the

quantized amplitude of each sample in turn. The number of levels of frequency

required is determined by the required resolution of the measurement. If M

levels are utilized, the resolution is equivalent to that of an N-bit binary system

where N = log 2 M, as given in Table 3.5.2.

Noncoherent detection is assumed. In particular, the receiver consists of

a bank of M bandpass filters, each centered about a particular frequency to be

transmitted. Each bandpass filter is followed by an envelope detector, which in

turn is followed by a matched filter. The decision is based on the relative ampli-

tudes of the waveforms emanating from the matched filters; i.e., the signal is

assumed to be at the frequency of the matched filter having the greatest output.

Reiger* gives the probability of error for such a system as

-E/N M E/rN

O o_ e (- r e (3.5-109)
PeM M = 2

Since an evaluation of this expression for M = 64 (6-bit accuracy} was not found

in the literature, an approximation will be made by considering the probability

of error for a 64-level coherent FSK system given by Viterbi** and by a com-

parison of the relative performance of a noncoherent and coherent binary system.

The required probability of error will be assumed to be 0.01. The normalized

S/N ratio (E/No) required for the coherent FSK system is approximately 11 db

according to Viterbi. To this will now be added the difference between the values

of (E/No), for the noncoherent and coherent binary systems which is approxi-

mately 1.5 db. Therefore, the required value of (E/No) is assumed to be 12.50b.

*Reiger, S.

May, 1958.

**Viterbi, A.

Telemetry System, "
1962.

w

"Error Rates in Data Transmission, " Proceedings of the IRE,

"Classification & Evaluation of Coherent Synchronous Sample Data

Transactions on Space Electronics & Telemetry, March,

III-3-139



The difference betweenthis andthe value obtained using Equation 3.5-109 is

negligible for the purposeof this analysis. Assuming further that the double-

endedbandwidthof eachmatched filter is equal to the reciprocal of the pulse

length T, then

IN_I -_ (S/N)B 1 = 12.5 db (17.8)
(3.5-110)

Threshold in the bandpass filters will be taken as 9 db (8). The bandwidth of the

bandpass filters can, therefore, be greater than that of the matched filter in

order to allow for frequency instability. The maximum ratio of the two band-

widths is then,

B +_F I/,S.N)B
1 1 17.8

B 1 (S/N)B 1 + /_ F 8

-2.2 (3.5-111)

Since the sample rate is equal to B 1

bit rate r is given by

and 6-bit samples have been assumed, the

r = 6B 1 (3.5-112)

In terms of the bandwidth of the bandpass filters,

B +_F
I

r = 6 2.2 - 2.72 (B I+AF)

or

B 1 + AF = 0.368 r (3.5-113)

This relation is used to determine the system capability in the following table.
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Table 3.5.18

Signal Power Available at Receiver

Receiver Noise per cps (T e = 50°K)

Bandwidth (B 1 + A F)

S/N Required (in B 1 + A F)

Margin

Signal Power Required at Receiver:

10 log P - 206.5 dbw

- 211.6 dbw

10 log 0. 368 r db

9.O db

8. O db

10 log 0.368 r - 194.6

Then,

or,

10 logP- 206.5 = 10 log0.368 r- 194.6

10 logP = 10 logr +7. Tdb (3.5-114)

This relationship is plotted in Figure 3.5.40.

The power levels at which the threshold condition is reached for a given

bandwidth can be determined from the above calculations letting (B 1 + 2 F) equal

0. 368 r.

Then,

10 log P = 10 log (B 1 + 2iF) + 11.9 (3.5-115)

For (B 1 + _F) = 3, 15 and 50 cps the power levels at threshold are then 47, 232,

and 720 watts, respectively.

Note that advantage can be taken of the noncoherent nature of multi-level

FSK as was discussed with respect to PCM/FSK (Section 3.5.3.3.5). The high

theoretical efficiency of this technique combined with the possibility of utilizing

the advantages of a noncoherent pulse system make the technique look very attrac-

tive for the direct link. Since the bandwidth of the signal is much greater than

that of most other systems, application of the technique in an earth link is limited

by frequency allocation considerations; however, with the low data rates expected

in the direct link, this should present no problems in this application.
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3.6 VENUS IONOSPHERIC ATTENUATION

3.6.1 Introduction

The object of this part of the study program was to determine the expected

amount of attenuation of a radio-frequency signal passing through the ionosphere

of Venus. The attenuation of a signal in the ionosphere depends on the electron

concentration and the collision frequency, which in turn depend quite critically

on the atmospheric composition. The composition data used for the three models

are those given in Section I of this report. The attenuation has been calculated

for transmission frequencies of 100 mc and 500 inc.

Initial considerations of the atmospheric models provided by JPL indicated

that losses in the ionosphere would be sufficiently small that mathematically con-

venient assumptions might yield results of acceptable accuracy for the present

study. The results appear to justify these assumptions. The two basic assump-

tions are that the propagation can be treated in a piecewise-linear manner and

that reflection at the boundaries can be neglected. The resulting expression is:

a (zi) (L z)i (3.6-1)P = P e-i
O

where P is the power incident on the ionosphere and _(z) is the attenuation coef-
O

fieient, given by:*

where,

-1

a(z) = (f/f)2 V(z) (1-fp2/f2) c-i (3.6-2)

f = e T4/Ne/_r m (3.6-3)P

is the critical frequency

N is the electron concentration, given by JPL as 106/cc.
e

f is the signal frequency

c is the velocity of light

v (z) is the collision frequency of the electrons

*Drummond, J. E. Plasma Physics, McGraw-Hill Company, 1961
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3.6.2 Collision Frequencies for the Three Atmospheric Models

The collision frequency is given by:*

V(z) = N(z) (Tef fv
(3.6-4)

where,

N (z) is the density of the electrically neutral particles at altitude z

re g is the effective cross section of the electrons

T is the temperature of the electrons

V is the mean velocity of the electrons, given by

(8KT) 1/2
V = (3.6-5)

wM

The effective collision cross section for the Venus model atmospheres is

subject to considerable uncertainties. As observed from experimental work

reported in Massey & Burhop,* and also in Brown** experimental data in the

energy ranges of interest (considerably less than one electron volt) is sufficiently

scarce as to be unreliable. Extrapolation of experimental data permits a reason-

able choice within a range of about an order of magnitude.

For the purposes of this study, the effective cross sections for the three

model atmospheres are taken as follows:

-16 2

Best Model: Ce_11 = 7.64 x I0 cm
-16 2

Extreme I: Ce__1 = 7.2 x 10 cm
-16 2

ExtremeII: _eff = 8.73 x 10 cm

The collision frequencies were computed from Equation (3.6-4), using

these values of the cross section and the corresponding values for the neutral

density N and the thermal velocity. The results of these calculations are given

below in Table 3.6.1.

*Massey, H. S. M. and Burhop, E. H. S., Electronic and Ionic Impact Phenomena,

Oxford University Press, London, 1952.

**Brown, S. C., Basic Data on Plasma Physics, Wiley, 1959.
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Table 3.6.1

110

122

133

144

178

235

292

110

122

133

144

178

235

100

150

200

250

300

7. 52 × 105

1.31 x 108

3.62 x 10 4

1.19 x 104

8.12 x 102

8.16 x 101

0.11

9.58 x 10 5

2.94 x 105

3.67 x 104

6.44 x i0 3

7. 70 × 10 2

2.73 x 102

1.69 x 10 5

0.6

2.28 × 10-4

6 x 10 "10

3 x 10 -14
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3.6.3 Attenuation in the Venusian Ionosphere

The criticalfrequency for the Venusian ionosphere, taking the electron

concentration as 106/cc- is

f = 8. 984 mc (3.6-6)
P

The attenuation _(z) has been computed for the three models using equation

(3.6-2) and the above data. The results are presented in Table 3.6.2 below for

the signal frequencies f = 100 mc and 500 mc.

Table 3.6.2

Best Atmosphere

Height in km Attenuation in cm-1 Attenuation in cm-1

(f = 100 mc) (f = 500 mc)

-7 -9
110 1.023 x 10 3.76 x 10

-8 -10
122 1.78 x 10 6.56 x 10

133 4.92 x 10 -9 1.81 x 10 -10

-9 -11
144 I,62 x i0 5.94 x I0

-10 -12
178 1.10 x 10 4.06 x 10

-11 -13
235 1,11 x 10 4.08 x 10

10-14292 1,50 x 5.50 x 10 16

Extreme I

-1 -1
Height in km Attenuation in em Attenuation in cm

(f = 100 mc) (f = 50 mc)

110 1.30 x 10-7 4.79 x 10 -9

-8 -9
122 4.00 x 10 1.47 x 10

133 1.40 x 10-8 5.14 x 10-10

144 4.50 x 10 -9 1.84 x 10 -10

-10 -11
178 8.76 x 10 3.22 x 10

-i0 -12
235 1.05 x I0 3.85 x i0

10 -11292 3.71 x 1.37 x 10-12
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Extreme II

-1 -1
Height in km Attenuation in cm Attenuation in cm

(f = 100 mc) (f = 500 mc)

-8 -10
100 2.30 x 10 8.45 x 10

-14 -15
150 8.16 x 10 3.08 x 10

-17 -18
200 3.82 x 10 1.15 x 10

The total attenuation was obtained by summing the contributions from the

altitude-increm ents:

TOTAL = _ _ (zi) (Lz)ii

The calculated attenuations in decibels are given in Table 3.6.3 for the

three atmospheric models.

Table 3.6.3

Total Total

Model Path Length Attenuation at Attenuation at
100 mc 500 mc

Best 182 km 0.80 db 0.02 db

Extreme I 182 km 0.52 db 0.017 db

Extreme H 100 km 1.35 db 0.05 db

These attenuations, of course, are for a vertical propagation path through the

ionosphere. The attenuation vs. path length and altitude is shown in Figures

3.6.1 and 3.6.2.

Table 3.6.3 shows that there is no problem in communicating through the

ionosphere of Venus. The Extreme II model yields the pessimistic estimate, and

Extreme I yields the optimistic estimate. It should be pointed out, however, that

it is not known exactly where the ionosphere of Venus begins; it has been estimated

that it starts around 100 km. For a true evaluation of the attenuation, one should

know the variation of the electron concentration with altitude, particularly around
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100 km where the collision frequency gets higher, and this aspect needs to be

investigated more carefully when better knowledge of the composition of the

Venusian atmosphere becomes available,
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3.7 MULTIPATH CONSIDERATIONS

3.7.1 Introduction

This section presents a brief discussion of the multipath problem in the

transmission of a radio signal from the Venus entry capsule to the Mariner

spacecraft (fly-by vehicle). The magnitude of the problem depends on the

(unknown) reflection loss at the surface of Venus. It is shown that adequate

suppression of the antenna radiation pattern in the forward direction of the

capsule will circumvent the problem.

3.7.2 Cause of the Multipath Problem

Multipath effects can occur in radio links in which the signals can follow

two or more different paths in traveling between the transmitting point and the

receiving point. The signals received over these paths may interfere with each

other at the receiver and decrease the system performance.

Consider the geometry shown in Figure 3.7.1.

d2 _ 0 to 76 km

d 3 _ 10,000km

VENUS

Figure 3 7.1. Multipath Geometry
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The miss distance d3 of the Mariner spacecraft (M} is in the order of 10,000 km,

while the capsule (C) altitude d2 varies from 0 to 250,000 ft. (76km). The signal

canbe received at M over both the direct path d1 andthe reflected path d3.

Since d1 _ d3, the strength of a signal received over d3 which was radiated from
an isotropic antennaat C will dependon the reflection loss at the surface of

Venus. If 100%reflection occurs, then the two pathswill cause destructive

interference effects whenever

(d2 + d3) -d 1 = n_ - _2_ )'

(for n = 1, 3, 5, ...)

(3.7-1)

where 2 is the wavelength, and _ is the phase shift due to the reflection (0 =

for a perfect conductor). For radio frequencies between 100 and 500 mc, the

wavelength _. lies between two and ten feet.

The reflection coefficient of the surface of Venus is not known. If the

surface is comparable to a smooth sea, the reflection coefficient could be 1.0

at vertical incidence, dropping off to about 0.9 when incidence is ten degrees

away from the vertical. *

3.7.3 Solution to the Problem

To eliminate the multipath interference problem, the signal received over

path d 3 must be made considerably weaker than that received over the direct path

d 1. The extra losses over the reflected path are three:

(1) Longer path length

(2) Reflection loss at surface.

(3) Antenna pattern suppression.

*Reintjes, J. F. and Coate, G. T., Principles of Radar, McGraw-Hill Book Co.,

1952.
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Since d2 < < d 1, the length of the reflected path is not appreciably greater

than that of the direct path, so item (1) is not significant. Therefore, the sum of

items (2) and (3) should be made greater than the design margin over the direct

path for adequate elimination of multipath fades.

Since there will be no situation after atmospheric entry in which the capsule

will be required to transmit directly forward to the spacecraft, the capsule

antenna radiation pattern can be suppressed in the forward direction, giving

essentially a hemispherical coverage aft. In fact, if the forward gain of the

pattern is made at least eight to ten db less than the aft pattern gain minus the

margin, the multipath problem should be obviated, even if 100% reflection from

Venus occurs.
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3.8 VENUS ENTRY COMMUNICATION

3.8.1 Introduction

As a body passes through a gas at sufficientlyhigh velocity, dynamic

heating of the gas causes the formation of an ionized plasma in the vicinityof

the body. The presence of this plasma can cause interference with the transmission

of electromagnetic signals to and from the body. The primary parameters

affectingthe nature and degree of the interference are frequency, electron

density distribution, collisionfrequency distribution, staticelectric or magnetic

fields, and the geometry of the situation. In situationswhere a vehicle is entering

the Earth's atmosphere, the interference is sufficientlysevere that the system

margin is exceeded and a "black out" occurs. Corrective techniques are aimed

at maintaining the total attenuationwithin limits imposed by the communication

system.

This portion of the report presents the Venus entry communication

calculations made for the following conditions:

a. "Extreme r' atmosphere (See Section I)

b. Ballisticcoefficientof 61 lb/ft 2 (W/CDA)

c. Entry angle of -30 ° (enters atmosphere at 30 ° from the tangent)

The calculations have been performed for both a blunt body and a sharp-

nosed body. Final results are in terms of critical signal frequency (below

which the signal is "blacked out"), and estimated signal attenuation. The critical

frequency is given as a function of altitude, while the attenuation is presented as

a function of altitude and frequency.

In order to pose an alternate solution to the communication problem, the

effects of a d.c. magnetic field have been investigated. This solution would be

applied to the blunt body to allow transmission throughout the entry period. The

pertinent question here is concerned with what magnitude of magnetic field is

required for transmission through entry.
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3.8.2 Summary

1. Blunt Body Flow Field and Attenuation Analysis

The flow in the vicinity of the 10 ° conical portion of a nominal

Discoverer type sphere-cone body was analyzed for surface electron

concentration, pressure, and temperature. These results were used

to derive plasma frequency and collision frequency, and an approximate

inviscid flow field (Section 7.1.3) was used to estimate the plasma

thickness.

Figure 3.8.1 gives the temperature and pressure of the gas at the

vehicle surface versus altitude. Figure 3.8.2 gives electron con-

centration versus altitude, which reaches a peak of more than 1015

-3
cm at 300 K feet. Figure 3.8.3 gives the critical signal frequency,

above which communication is possible, as a function of altitude,

illustrating the result that communication throughout entry is virtually

impossible at all but the very highest frequencies. Figure 3.8.4,

the approximate total signal attenuation versus altitude, includes

effects of reflection and absorption. Figure 3.8.5 gives a plot of

approximate attenuation versus frequency at 300 K feet altitude.

Necessary data was not available for calculations above 450 K feet

altitude; however, it is safe to extrapolate Figure 3.8.3 to obtain an

estimate of the extent of blackout.

2. Conical Body Flow Field and Attenuation Analysis

In Section 7.1.3, are shown calculations of the inviscid flow surrounding

a 10 ° flared-cone using the "Extreme Model 1_' atmosphere, a 30 °

re-entry angle and W/CDA of 61. In the calculations are postulated

two extreme conditions of flow "complete separation" and "no

separation." The antenna location was taken as 1/4 wavelength from

the tip of the 10 ° cone. Figure 3.8.6 gives the electron concentration

versus altitude in the vicinity of the antenna and Figure 3.8.7 gives

the temperature and pressure. Figure 3.8.8 is a plot of critical
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o

frequency against altitude for the two types of flow. Figures 3.8.9

and 3.8.10 give estimated total attenuation, the former versus

altitude and the latter versus frequency at 300K feet altitude. These

sets of curves show that "no separation" will be no problem, while

"complete separation" will be disastrous to entry communications.

Effects of a D.C. Magnetic Field

Based on the results of Ratcliffe*, signal attenuation versus the ratio

of cyclotron frequency to signal frequency WH/u' has been calculated

and the results are plotted in Figure 3.8.11. Here we note that the

results are highly non-linear, and that O'H/u' must approach a critical

value before any reduction of attenuation is realized. Figure 3.4.12

gives a plot of magnetic field required for transmission versus

altitude for two frequencies, which shows the penalty to be paid in

order to keep the fade less than 10 db (a practical margin) during

the entry period by means of a d.c. magnetic field.

3.8.3 Conclusions

It is obvious that if communication is required throughout a Venus entry,

the flared cone configuration will most likely be required, provided the "no

separation" condition exists at least in the neighborhood of the antenna. For the

blunt body, blackout will last from above 500 K feet to about 225 K feet. The

altitude at which blackout begins depends on signal frequency and may be estimated

by an extrapolation in Figure 3.8.3.

The reliability of the conclusions concerning the effectiveness of the flared

cone appears to be largely dependent on whether the actual flow would approach

the low ionization level of the idealized "no separation" case. Unfortunately it

is not known with any certainty whether the flow will be of the "complete" or the

"no separation" type. It is therefore necessary to assume that complete separation

*Ratcliffe, J. A. "The Magneto-Ionic Theory and Its Applications to the Ionosphere,"

Cambridge, 1959
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will obtain for somepart of the entry trajectory. This situation is of some

concern becauseof the sharp difference in the results for "complete" and "no

separation," a factor of 106in electron concentration and in plasma frequency.

Further study of the flow situation is indicated.

A d.c. magnetic field of 1700gauss with a signal frequency of 100 mc or a

field of 1700gausswith a frequency of 10kmc would enable the blunt body to

transmit throughout entry. The magnetic field must be transverse to the electric

field of the electromagnetic wave. Compromise magnetic fields will reduce

extent of blackout over the no-magnetic field case as shownin Figure 3.8.12.

In view of the problems associatedwith producing a magnetic field with such a

strong component* transverse to the electric field, it does not appear practical

to use this solution to the Venus entry communications problem.

3.8.4 Discussion of Methods Used to Estimate the Signal Attenuation During a

Venus Entry

Methods of arriving at flow field information are adequately described

elsewhere in this report with the possible exception of the simplification consisting

of a Prandtl-Meyer expansion from stagnation conditions to obtain local gas

properties. The high temperature thermodynamic properties of the Venusian

atmosphere are described in Section 5.1.

*An indication of the problem may be obtained by noting that a magnetomotive

force of some 130,000 ampere-turns per meter is required to establish the 1700

gauss at the center of an air core solenoid. Although some judicious use of

material with a permeability greater than that of free space might improve this

situation, it does appear that the generation of this field throughout an appropriate

volume just outside the vehicle surface would require an objectionable weight and

power.
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First, we consider the calculation of critical signal frequency. An

inspection of the curves of the attenuationconstant (imaginary part of refractive

index multiplied by the wave number) and refractive index of plasmas* shows that

a suddenchangeoccurs at someparticular electron concentration. (This is most

striking for the casewhen signal angular frequency wexceeds collision frequency

_.) We, therefore, use the criterion that the critical signal frequency be that

above which the real part of the refractive index approaches unity asymptotically

(and the imaginary part is less than unity). From the expressions derived in

Appendix A, we find that the critical frequency is given by

a' = o2 when u' > _; (3.8-1)
P

2
u' = w /v when v > o2 (3. S-2)

P

(Plasma frequency w 5.6 x 10:_ln , where electron concentrationn is in
e

-3)cm . Note that the reflection coefficient for a semi-infinite medium approaches

unity asymptotically at frequencics below the critical, giving additional credence

to these choices for critical frequency.

We proceed now to the calculation of estimated attenuation. According to

the conclusions of Appendix C, we use the equations derived in Appendix C for

plasma sheaths having a thickness less than a reciprocal wave number (free-space

wave-length divided by 2 rT). When we have a thick sheath we use the equations

of Appendix B, shown in Appendix C to be accurate for attenuation calculations in

thick sheaths.

*Sonett, C. P., "Graphs of Electrical Properties of Ionized Media," GM-TM-190,

Guided Missile Research Division, the Ramo Wooldridge Corporation, August

30, 1957.
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In the case of the blunt body, it is shown in Section 7.1• 3 that the plasma

will be thick for frequencies above 1000 mc. We therefore use the analysis of

Appendix B, i.e.

A = 20 log I/(1-Ro) + 8.7 w/c/B dx
(3.8-3)

where A is total db attenuation, R is reflection coefficient for a semi-infinite
o

medium, c is the speed of light in free-space, and f_ is the imaginary part of the

index of refraction. The integration is carried out perpendicular to the sheath•

By the approximations of Appendix A

A = B+fD dx (3.8-4)

of w
P

where the integration is again carried out through the sheath. The functions B

and D have various forms according to the following table (use maximum value

in electron concentration profile for the function B).

P

2
W

u> w > ---P---
"4

B (db) D (db/meter)

xlO

•54 1.45 x 10 -8 w_P___

\"4 w/

(I) > W > k)
P 20 log 2.9 x 10 -8 Wp

[ w _ 2.05 x lO-8_--v_
w > "4 > w 20 __'o- --P--
P w2

or _ > _ > 0J _2_--W/
"4

W
P

The last two rows in the table are of interest during blackout. When _x > w > _;,
P

attenuation is independent of w. This is why Figure 4 shows a single line for the

range 109 - 1010 cps. In the last row of the table, the reflective term in

attenuation decreases with w while the absorptive term D increases with w. The

108 cps curve in Figure 4 is below the 109 1010- curve because the absorptive term
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happensto be dominant. However, if wewent lower in frequency, the attenuation

would not continue to decrease, because the reflective term would soonbecome

dominant. (To be rigorous, we should also changeour analysis at low frequencies

from that of AppendixB to that of Appendix C. In the analysis of Appendix C,

as we shall seebelow, attenuation increases without limit as signal frequency is

reduced. )

Whenwe analyze the conical body, we take the shock layer thickness as an

indication of plasma sheaththickness, lacking information on electron concentration

profiles. From Section 7.1.3 find that for "complete separation"

d = 0.3 z (3.8-5)

where d is shock layer thickness and z is distance along the 10 ° portion of the

cone. For "no separation,"

d = 0.019 z (3.8-6)

Combining these results with an antenna position z = A/4 gives

d = 0.075 ),, "complete separation" (3.8-7)

d = 0.0048 k, "no separation" (3.8-8)

In both cases 2 _ d/A is less than unity, so that we should use the thin sheath

analysis for all frequencies. (From experience we expect the sheath to be even

thinner than d, giving added safety in using the thin sheath analysis. ) The

equation for total attenuation comes from the transmission coefficient T of

Appendix C.

A = 10log 1/T

10 log + ;% _j Up + _ _ P

w(_2+ w2) 4w 2 (2 + w2)

(3.8-9)
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We find in the "complete separation" case that in the 200 mc to 2 kmc range

the last term in brackets in equation (3.8-9) is dominant, giving rise to relatively

little frequency dependenceof attenuation• In the "no separation" case the last

two terms in equation (3.8-9) are much less than unity, so that

()2[8.7w d -p-

A = ,w :d +

w

)_ (1 + _2/w2)

(3.8-10)

This results in the approximately inverse cube frequency dependence of

attenuation shown in Figure 10 at frequencies above 100 mc.

3.8.5 Transmission Through the Entry-Induced Plasma by Means of a Magnetic

Field

Equation (2.6.10) of Ratcliffe'svolume* gives the general equation for the

index of refraction in the presence of a steady magnetic field. Besides depending

on plasma frequency w and collisionfrequency _, we have a dependence on
P

cyclotron frequency w H' where

w = e H/m
H

-1
= 1.76 x 107 H sec (3.8-11)

in emu units, where

e ---

m --

H =

electron charge

electron mass

magnetic field in Gauss

Where H is small, we have the usual dependence of attenuation on w and
P

When _ H exceeds w, there are two possible modes of propagation. One

*Ratcliffe, J. A., op. cit.
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mode remains relatively unchanged from the no-magnetic-field case. The other

mode has decreasing attenuation asj wH increases beyond unity, the rate of decrease

depending on ___P-. _
'x

A good physical description of the effects of the magnetic field is as follows.

Imposition of the magnetic field causes the free electrons to follow helical paths

surrounding the flux lines, "binding" the electrons to flux lines. As with electrons

bound to an atom, this effectively removes the electrons from the medium,

provided the cyclotron frequency is high enough.
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APPENDIX A

DERIVATION OF EQUATIONS (3.8-1) and 3.8-2)

The index of refraction (

known function of plasma frequency,
* 0_p,

angular frequency w,

(it + i_) 2 = 1 --

+ i S ) of a weakly ionized medium is a well

collision frequency v, and signal

2

- (1- )
(A-l)

Carrying out the algebra associated with the left-hand side of equation (A-l),

and solving the two equations formed by taking real and imaginary parts

separately, gives

ct

V2+ +VW 2

2 2
+W -V

2

(A-2)

(A-3)

where V and W are the real and imaginary parts of ( _ + i 8)2.

2

V = 1 -
v 2

1+ (_,)

W
2

1 + ('It-)
a)

(A-4)

(A-5)

* Ratcliffe, op. cit.
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We wish to find at what value of wthe index of refraction starts to approach unity

asymptotically, as o_ is increased from zero.

CASE I: _Cp > v

When o.' is less than t_ but greater than v, expansion of (A-4) and(A-5)
P

by the binomial theorem shows that

2 4 ]O2 1)

V = 1 - (P) 1 - (-_,) + (--_ - (A-6)
0J Cz_'

2

_4w = _ ( ) - (--_-)+ (-_-) - ... ] (A-7)

2

V = - ( _ ) 1 - ( u' ) - (-_--) +... (A-8)

Hence V [> W (A-9)

{ ( w4 )
2V 2 8V 4 " . .

(A-10)

Therefore, the asymptotic forms for (a + i _ ) are given by

~ W ._ UCCp

2 2_e

(A-11)

0¢

~ _V_-- ~ --_[_ _-- _--
0J

(A-12)
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is decreasing as the inverse square of o.: and may be greater than or less than

unity. _ is decreasing inversely with 0c, and is greater than one.

Now suppose o: is greater than u.'
P

o2 v u) P J_- + (A-13)
V = 1- + 2 3

O2 O2

w_ _ _ _ +7, - (A-14)

V approaches unity and W is less than unity. Hence,

+ = V 1+
2V 2

_ _ 1_ ---2-
= 2

202

_ P 1 +

- = 3 2022 /

Here we find that S is rapidly decreasing and is less than unity, while _ is

asymptotically approaching unity. The critical value for 02 is, therefore,

= > V.
02 02p, when COp

(A-15)

(A-16)

(A-17)

CASE Ih v > 02p

When 02 is less than 02

2

V = 1 - 1 - v.

2

_' (W = _P---- 1 -
v_ 2

v

•4- •

+

.)

) (A-18)

(A-19)
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V approaches unity, however, W may be greater or less than unity, depending
2

Wp When o_ >4f_yw , W >V.
on v oJ " P V

_v 2 2_( v 2 )+ W = W 1 +--
2W 2

(A-20)

When o_ <
P

_ ..._/w -

, V >W.

(A-21)

¢; (2 + W2 = V 1+ --

2V 2
(A-22)

_. W 2
22 = 2V +

2V

8V 2

Wp I +% -
2V 2

e,_p 4 /
8/22 u2

(A-23)

(A-24)

= 2/22 / 1-4_2 /
(A-25)

_= W 1-

_ _p
"_ ----P--- + - - 2 2

2/2 _¢ 2/22 /22 4/2 o¢

(A-26)
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21  p2( 2)2_' ---P-- 1 + 1- -
2v 02 2y2 4oj2

(A-27)

Thus, when u > 02 > p _ approaches unity asymptotically and 8 is less 2' 02
v ___2

is given by 02= .
than unity. Therefore, the critical frequency when v > 02p v
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APPEND_ B

DERIVATION OF EQUATIONS (3.8-3) and (3.8-4)

Following the reasoning on which the analysis is based, assume that the

attenuation of an electromagnetic wave through an entry induced plasma can be

attributed separately to the following:

a. a double reflection, once at each surface of the plasma, and

b. internal absorption on traveling through the plasma.

The reflection is estimated on the basis of the reflection coefficient of a semi-

infinite medium at normal incidence and the absorption is estimated from the

approximate plane wave solution which makes use of the index of refraction as

for a uniform medium.

The reflection coefficient R for a semi-infinite uniform medium is (See,
o

for example, Stratton, ELECTROMAGNETIC THEORY, McGraw-Hill, 1941.1

2 2
4_ (¢x- i) + B

R O = 1-(_? 82 -
+1 + (ct+ 1) 2

2
+ 8

(B-l)

where (c_ + i 8 ) is the index of refraction within the medium.

The wave equation for plane wave propagation in a medium of refractive

index ( _ + i 8) is (See Stratton)

d2E 2
+ 2 (_+i8)2

dx 2 c

E = 0 (B-2)

E is the electric field strength, x is the direction of propagation, w is the signal

angular frequency, and c is the speed of light in free space. A solution of this

equation when (_ + i 8 ) is constant is

E = E exp r --_w(i_x. 8x)] (B-3)

O [ C J

III-3-213



By the same token when ( c: + i B ) varies with x at a slow enough rate, relative

to a wave length, the solution may be written as

(B-4)

(B-3) and (B-4) can be shown to be solutions of equation (B-2) by differentiation

and substitution, treating c_ and _ as constants. The transmitted power is

proportional to EE*, where * refers to complex conjugate. Thus, the relative

amount of power transmitted is exp ( - 2._._ _ dx). The power transmitted
C .]

after each reflection is (1-Ro). Assuming the second reflection also reduces the

transmission by (1-Ro), the total reflective contribution to transmission coefficient
2

is (1-Ro) . Combining reflective and absorptive components in simple manner

gives the transmission coefficient T as:

(B-5)

Attenuation A in db is given by 10 log ( _ ), so that

1 2 2 w% dx) (B-6)
A = 10log ( 1-R ) + 10log (e c .]

O

2O log 1 - R
O

Asymptotic forms for B and R simplify the calculation of A and give insight
o

into the behavior of A with _c, w {plasma frequency) and v (collision frequency).
P

1
Let 20 log 1-R = 8 (B-7)

O
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and 8.7 028 -D (B-8)
c

CASE h 02>02 ; 02 > Y
P

Refer to Appendix A for asymptotic forms for c_ and

2
Ct_

et __ 1 -----R-2
2w

when 02 >Y.
P

(B-9)

2 2

--P 1 +---P---
B_ 3 2

2u, 202

03-10)

R _

4 2 4
y 0J

02 P
---P-- +
4 w 4 402 6

2 4 2
2 W _ V _'

4__.__._ + ___P--+ P
2 4 6

4_ 402

4

(B-11)

R _._

4
02

P
4

16 w

(B-12)

When we consider the case w > y > w

and

,_ ._p__
C_ = 1- 2

202

, equation (A-22) of Appendix A applies
P

(B-13)

2

~ .___.._ (B-14)
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4
0_

__L_
4

16 a,

(B-15)

Therefore, when o_ < _c > v
P

B
1

= 20 log 4
O2

1 _.---_
4

16W

4

= -8.71n 1- la

= -8.7

4 8

P _ _.__Rm
4 8

16 _ 32 u_

4

8.7W
P

--_ 4
16 _c

(B-16)

.54 (B-17)

8.70.,

c

2

(2 3 /- 1.45 rib/meter (B-IS)

k
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CASE Ih

2

__J!_

V

This is covered by equations (A-25) and (A-27)

R =
O

2
4 4

w 2u_
COp + P I-

2 2 2 2 2
8p co 4u ¢_ u

4 4
CO

4+ P + P
2 2 2 2

2u w 4u w

(B-19)

4

,_ P
2 2

16u u)

-8
D _ 1.45xi0

2

---P--- db/meter
V

(B-2o)

(B-21)

CASE HI: G ' > tO >V
P

Equations (A-11) and (A-12) apply here.

R m 1 -
O --

2 U_¢
P

2
0¢

2 2

P
U_

+
2

OJ

P +

2

1 + ---9--
2 (B-22)

2u

oJ
P
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B _ 201og \ 2v
(B-23)

-8
D _ 2.9x 10 w

-- p
db/meter (B-24)

CASE IV:

2

_0 >U > _¢; V >----_ > 02
p v

When co > u> co
P

2 2 2
CO CO Ct'

PV = 1 _ -----v-_ + ,
2 4

(B-25)

2

( 2 )W = ---p--- 1 - _ +

vw v2 ""
(B-26)

_V2 W 2 ( V2 )+ = W 1+ 2 W 2 -" " "
(B-27)

= e = = P

(B-28)

2
CO

___P__This is the same result (Equation (A-21)) as when v >
V

R = I- =I -
o ct

P

(B-29)

III-3-218



B = 20 log
COp

2_2 v to

(B-30)

D -

(B-31)

-8
2.05 x 10 to db/meter

P
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APPEND_ C

TRANSMISSION THROUGH A THIN PLASMA SHEATH

Consider a plane electromagnetic wave incident normally from free space

on a plasma sheath, as illustrated in figure (C-l). The sheath is non-uniform

in the direction of incidence but is thin compared to a wavelength of the incident

wave. We wish to calculate the reflection and transmission coefficients in this

situation.

The differential wave equation for a plane wave at normal incidence to a

medium with a complex conductivity ¢r is:

d 2 E

2
dx

+ (k 2 + i w/d cr) E = 0 (C-1)
O

where k (= ---_) is the wave number, _t is the permeability of free-space, and
C O

a is the complex conductivity (mks units and equations are used throughout except

where noted otherwise). The integral wave equation is thus (Morse, P.M. and

H. Feshbach, Methods of Theoretical Physics, McGraw - Hill, 1953, page 1071.)

X

ikx o ikx /= ce O" EeE e - 1/2

O

-ikx
dx

d

-ikx f ikx1/2_/Jo ce cr E e dx (C-2)

X

where d is the sheath thickness.

x d

ikx ikx f " -ikxf ikXdxE = e -e g E e-ikXdx -e g E e

0 X

(C-3)
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where we have let:

g 1/2 o 2

()'k ¢c

( )12

O2

(C-4)

Let us solve Equation (C-3) by iteration:

x

E(.n+ ±)_"= - e gE ne

O

-ikx

d

-ikx/dx -e g E

x

ikx

e dx
n

(c-5)

where the solution E is given by:

r_

E = U E
n

n--o

(C-6)

provided the series converges. In the case of a unit amplitude incident plane wave:

ikx
E = e (C-7)

O

E 1 = [-e ikx /

x

gdx

d ]-ikx f 2 ikx

-e J g e dx e

x

-iwt

(c-s)
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We could carry out the integrations in equation (C-8) for a known function g of x

and iterate using equation (C-7). Each approximation for E will involve functions
+ ikx n

of e- which would become increasingly complicated as the iteration is continued.

Let us apply the assumption of a thin sheath compared to a free-space wavelength,
ikx

for which the factor e will not contribute to the definite integrals. The wave

functions and exponentials in the integrands of equation (C-7) may then be dropped.

We may also rewrite equation (C-7) in terms of complex amplitudes only as:

d

E (n+ i) = -En f g dx (C-9)

O

Here we have lumped together the contributions of both integrals in equations

(C-7). We note by substitution of x = d in equation (C-8) that equation (C-9) defines

the transmitted field amplitudes as well as the internal field amplitudes. Denoting

the reflected complex amplitude as E , we obtain, by analogy with the value of
n

equation (C-8) at x = o,

- /. d 2 ikx

E (n+ I) = -En J g e dx (C-10)

O

The exponential factor in the integrand of equation (C-10) does not now introduce

complications, and it has been retained to allow for cases in which the condition

of small thickness is borderline.

It is now obvious from equation (C-9) that the fields !a the sheath are

approximately:

E = E ( - I) n (C-11)
n o
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d
f

where I = / g dx

O

(C-12)

Since E is of unit amplitude and is the phase reference.
O

n
E = ( -I)

n

(C-13)

Performing the summation of equation (C-6) readily gives the complex power

series for the transmitted field E
T

O0

ET = Z ( - I)n

n =o

(C-14)

This is a well known series which converges to

1
ET = 1 + I (C-15)

with radius of convergence

III < 1 (C-16)

Similarly equation (C-10) gives:

E = - 12 ( - I)n

n-1
(C-17)

where

12 =

d

/ g
0

exp (2ikx) dx
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The reflected complex amplitude is thus:

ER = _ 12 ET (C-19)

From equations (C-15) and (C-19} the reflection and transmission coefficients

take very simple form.

W

1 + I + I* + II* (C-20}

R = T (I 2 12 *) (C-21)

The range of validity of these equations may be predicted from inequality

(C-16). Using equation (C-4) for g, when v is constant,

a' dx
P

o

2 2 02)4c (v +

< 1 (C-22)

This can be written as:

v22 2 14

l:) < (C-23)
2 u,d

c

Thus the average value of the square of the plasma frequency divided by the signal

frequency is limited inversely as the sheath thickness relative to a wavelength.

Therefore when the sheath is thin we may apply this method even to cases in which

50
P

exceeds _.
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Another feature worthy of comment in our results is that they have the

right qualitative form. R increases and T decreases with plasma frequency.

(R + T) approaches unity (absorption is negligible) when collision frequency

is negligible, and is less than unity when collision frequency is important.

(Absorption coefficient = 1 - (R + T). ) Thus we find that conservation of

energy is maintained.

Although the above results are general and do not require the sheath to be

uniform, in order to compare them with other methods we write equations (C-20)

and (C-21) for the case when u) and v are both constant in the sheath.
P

_t' X _t_/ C C
1 + +

(2)•Y +1 4 -- +1
2

W w 2

T sin \ ,_
n = (c-25)

4 Y + 1
2

The exact solution for the uniform case is (Stratton, page 515).

R

2

( sinwd ) ( )c _ + sink _u:._.c

2

+
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W

1

/ [ (/11 c_ + _2_i + sinh ..,../2In R

482 o

2

{ '-to-12, 2)]
c,. + -I

(C-27)

+ siRh

c_ and _ are the real and imaginary parts of the index of refraction and R o

reflection coefficient of a semi-infinite medium.

is the

The equations are as follows:

R = R + R (l-R) = 1
o O o

- (1 -Ro)2 (C-28)

)2 -2 u.) _o dT = (1-R exp(_ B dx)
o c

Ro)2 -2 _c Bd ) (C-29)(1- exp ( c

O2

Calculations of R and T versus ---P-- were made by equations (C-24), (C-25),
O2

(C-26), (C-27), (C-28), and (C-29)for values of _ of 0.1, 1, and 10, using
O2d O2

the value 0.1 for _. These results are.plotted in figures 2 through 7.
c

Equations (C-26) and (C-27) are plotted in solid line as a reference. Equations

(C-24) and (C-25) are plotted in dashed line while equations (C-28) and (C-29) are

plotted in dotted line.
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In figures (C-2) through (C-4) we have reflection coefficient for each value

of--F--v . Here we note the excellent agreement between equations (C-25) and (C-26),

and the very poor agreement between equations (C-28) and (C-26). Figures (12-5)

through (12-7) illustrate the transmission coefficient. Here the agreement of

equation (C-24) with equation (C-27) is goodonly when --R-is02 below a certain

range of values. Above a certain value of ---P- equation (C-24) predicts more
0._

s_'nal attenuation than does the exact solution. However, note that equation (C-29)

is generally in even greater error than equation (C-24) and over a much wider

range of the parameter "-_ .
02

The limited range of validity of ec_ation (C-24) is not unexpected, because

the analysis predicts an upper limit on --P- for which it is applicable.

I I * < 1 (C-30)

In the case we have studied numerically, this condition implies that the upper
02

limit on p must be

(2)02
__P_

2
2 I + V--E---

2

< 02 (C-31)

cod

The limitation on the product of electron concentration and sheath thickness

expressed by (C-31) suggests that, although the results are derived by assuming

the sheath is thin compared to a wavelength, it may be possible to stretch their

applicability to thickness greater than a wavelength, when the electron concentration02d
is small. We tested this proposition by calculations of R and T for - 10, as

c
12

shown in figures (C-_) and (C-9). This was done for only one value of

because, as shown by the previous results, this parameter has little effect on the

comparative differences in results.
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the limit of large

In figure (C-8) equation (C-25) is not in agreement with equation (C-26_

The fact that equation (C-25) approaches a value of R less than unity when _..2
u_

becomes large ma_ be expected because equations (C-24) and (C-25) yield, in
_.P_ , a reflection coefficient equal to

2

sin c

C

Since we know that every sheath must at some time become a perfect reflector

as its conductivity increases_ we should reject the use of equation (C-25) for

other than small values of w____a
C

Reference to figure (C-9) shows that for the thick sheath, equations (C-27)

and (C-29) are in excellent agreement, while equation (C-24) is not. It appears

that the calculation of transmission through sheaths which are greater than a

free-space wavelength thick is best accomplished by the methods of Appendix B.

Although these methods seem suspect to some degree in their estimation of

reflection, as shown by the relatively poor agreement evidenced by figure (C-9)

indicates high reliability of prediction of signal attenuation for thick sheaths.
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3.9 ERROR-CORRECTION CODING

3.9.1 Introduction

It is well-known that the signal-to-noise ratio requirements at the receiving

terminal of a digital communication link can be favorably reduced by slightly widening

the signal bandwidth through the insertion of redundant digits. This permits operation

at the same (decoded) error rate while requiring less transmitter power than an

equivalent uncoded system would require. The object of this investigation was to

determine the reduction possible in transmitter power as well as to estimate the

weight and power requirements of the required encoding and decoding equipment.

Examples of single-error correcting, single-error detecting (with probable

correction), and double--error correcting codes were considered. The notation used

is as follows:

= total number of bits in coded word

k

P

= number of message bits in coded word

= bit error probability for received coded word

Pr = required bit error probability for decoded message

%

t

= word error probability

= number of errors corrected by the code

3.9.2 Procedure

The S/N necessary to obtain a given p was computed for various codes and
r

for uncoded transmission, and the saving in required S/N for each code was

determined. The saving in ST/(N/B) realized by coding was then computed on a

word error rate basis.

3.9.2.1 In Terms of Bit Error Probability

For a given Pr' the S/N necessary to transmit the uncoded message in the

presence of white Gaussian noise was computed. Then, for the particular code,
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the value of p necessary to yield p was determined. This p was expressed in
r

terms of required S/N. The difference in required S/N between the uncodedand

the coded cases represents a saving; however, there is an increase in bandwidth

necessary to enable transmission of the longer codedwords at the samedata

rate. The ratio of the codedtransmission bandwidthto the uncodedis n/k, and

there is a proportional increase in noise power for the codedcasenecessitating a

compensating increase in signal power to maintain p (andpr}. Subtracting this

additional required signal power (expressed as decibels of S/N} from the saving

in S/N resulting from the codingyielded the net power savedby use of the code.

3.9.2.2 In Terms of Word Error Probability

The required Pw was expressed in terms of Pr' and p for the particular

code. The required S/N was found, and the additional S/N required to compensate

for the increased bandwidth was added. This total S/N required for the coded case

was expressed in terms of ST/(N/B), and was then subtracted from the required

ST/(N/B) for the uncoded case, yielding the saving from use of the code.

3.9.3 Computation of p

Given a code (n, k, t) and a value of Pr' the decoded word error rate may

be given as kPr*. This may be expressed by

t

1 - _ (j)qn-j pj = kPr (3.9-1}

j=0

whereq = 1-p

Ignoring terms of order t + 2 and higher in p, equation (3.9-1) reduced to

n t+l

(t+l}P =kP r

Equation (3.9-2) was solved for p.

(3.9-2)

*For small Pr and small n, where kPr was a poor approximation to the decoded

error rate, 1-qrk was used, (qr = 1 -pr). Independence of error probabilityword

between bits was assumed.
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3.9. 4 Computation of Power Saved

A binary symmetric channel perturbed by white Gaussian noise was assumed.

Then,

where

Now,

Therefore,

P(1/O)

P(O)

P(1/o)

P(O/1)

P(O)

P(1)

f(x)

X
= P(O/l) = 1/2 - f(x)dx

0

= P(1) = 1/2

= probability that "i" is received when "0" is transmitted,

= probability that "0" is received when "l" is transmitted,

= probability that "0" is transmitted,

= probability that "i" is transmitted,

= normal probability density function.

p = P(O) P(1/O) + P(1) P(O/1)

Xl-p = f(x) dx, and (3.9-3)

S/N(db) = 20 lOgl0 x (3.9-4)

Having computed p from equation (3.9-2), its value was substituted into

equation (3.9-3) to find x. Then S/N(db) corresponding to p was found from

equation (3.9-4).

The increase in power necessary to compensate for the increased bandwidth

w as computed by transforming the ratio n/k into db.
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3.9.5 Choice ofaCode

3.9.5.1 Hamming Code

A (7, 4, 1) Hamming Code was shown to yield a net power saving of only

0.6 db.

3.9. 5.2 Wagner Code

Proceeding to a Wagner code, which detects and with high probability corrects

a single error, analysis based on required bit error rate summarized in Tables

3.9.1 and 3.9.2 indicates a net gain of approximately 2.5db for Pr = 0. 001 and

Pr = 0. 0001. In the tables no account is taken of the (small) probability of not

correcting a detected error. Tables 3.9.3, 3.9.4, and 3.9.5 show the reduction

in required ST/(N/B) from using the Wagner Code rather than uncoded transmission,

as a function of Pw' for n = 8, 7 and 6 respectively. Figure 3.9.1 shows the required

ST/(N/B) vs. Pw for n = 8, 7 and 6. Figures 3.9.2, 3.9.3 and 3.9.4 compare

ST/(N/B) for the Wagner coded and uncoded cases, for n = 8, 7 and 6 respectively.

3.9.5.3 Bose-Chaudhuri Code

A single example of a Bose-Chaudhuri double-error correcting code (21, 12,

2) was analyzed, for Pr = 0. 0001. A saving of 2.5 db is attainable from this code.

Since this analysis predicted no improvement over the Wagner code, and the Bose-

Chaudhuri is even more difficult to implement, no further consideration was given

to double error-correcting codes for this application.
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n k

Table 3.9.1 Gain in S/N Using Single Parity Bit, Pr = 0.001

P S/N S/N Gain n/k

(db) due to coding

(db)

S/N Loss

due to

increased

bandwidth

(db)

Net Gain

in S/N

(db)

2 1 .032

3 2 .026

4 3 .022

5 4 .020

6 5 .018

7 6 .017

8 7 .016

9 8 .015

10 9 .014

11 10 .0135

5.4 4.4 2.00 3.0 1.4

5.8 4.0 1.50 1.8 2.2

6.1 3.7 1.333 1.2 2.5

6.3 3.5 1.25 1.0 2.5

6.4 3.4 1.20 .8 2.6

6.5 3.3 1.667 .7 2.6

6.6 3.2 1.143 .6 2.6

6.7 3.1 1.125 .5 2.6

6.8 3.0 i.iii .5 2.5

6.9 2.9 1.10 .4 2.5

UncodedmessageS/N = 9.8
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Table 3.9.2 Gain in S/N Using Single Parity Bit, P = 0. 0001r

n k P S/N S/N Gain n/k

(db) due to coding

(db)

S/N Loss
due to

increased

bandwidth

(db)

Net Gain

in S/N

(db)

2 1 .Ol

3 2 .0081

4 3 .0071

5 4 .0063

6 5 .0058

7 6 .0056

8 7 .0050

9 8 .0047

10 9 .0045

11 10 .0043

7.3 4.2 2.00 3.0 1.2

7.6 3.9 1.50 1.8 2.1

7.8 3.7 1.333 1.2 2.5

7.9 3.6 1.25 1.0 2.6

8.0 3.5 1.20 .8 2.7

8.1 3.4 1.667 .7 2.7

8.2 3.3 1.143 .6 2.7

8.3 3.2 1.125 .5 2.7

8.3 3.2 1.111 .5 2.7

8.4 3.1 1.10 .4 2.7

Uncoded message S/N = 11.5 db
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Table 3.9.3

P S/N

(db}

Gain in Required ST/(N/B) Using Wagner Code,

for n = 8, k = 7 (based on word error rate)

Additional ST/(N/B) ST/(N/B) Savings in

S/N due to Required Required ST/(N/B)

Increased for Wagner for using Wagner
BW Code Uncoded Code

(db) (db) transmission (db)

(db)

-I
I0

-2
I0

.0611 3.8

.0189 6.4

.6 1.4 3.7 2.3

.6 4.0 6.5 2.5

-3
10

-4
10

• 0060 8.0

• 0019 9.2

.6 5.6 8.2 2.6

.6 6.8 9.7 2.9

-5
10 .0006 10.2 .6 7.8 10.7 2.9

-6
10 .0002 11.0 .6 8.6 11.6 3.0
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Pw

Table 3.9.4

p S/N

(db)

Gain in Required ST/(N/B) Using Wagner Code,

for n = 7, k = 6 (based on word error rate)

Additional ST/(N/B) ST/(N/B)

S/N due to Required Required

Increased for Wagner for
BW Code Uncoded

(db) (db) Transmission

(db)

Savings in

STI(NIB)

Using

Wagner Code

(db)

-1
10 .0660 3.6 .7 1.3 3.5 2.2

10 -2

-3
10

-4
10

.0218 6.1

.0069 7.8

.0022 9.1

.7 3.8 6.3 2.5

.7 5.5 8.1 2.6

.7 6.8 9.6 2.8

10 -5 .0007 10.1 .7 7.8 10.6 2.8

10 -6 .0002 10.9 .7 8.6 11.4 2.8
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Pw

Table 3.9.5 Gain in Required ST/(N/B) Using Wagner Code,

for n= 6, k = 5 (based on word error rate)

P S/N

(db)

Additional ST/(N B) ST/(N/B) Savings in

S/N due to Required Required ST/(N/B)

Increased for Wagner for Using

BW Code Uncoded Wagner Code

(db) (db) Transmission (db)

(db)

L

-1
10

-2
I0

-3
I0

-4
10

-5
10

10-6

•0722 3.3 .8 1.1 3.2 2.1

• 0258 5.8 .8 3.6 6.2 2.6

.0082 7.6 .8 5.4 8.0 2.6

• 0026 8.9 .8 6.7 9.5 2.8

.0008 9.9 ,8 7.7 10.6 2.9

.0003 10.8 .8 8.6 11.4 2.8
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3.9.6 Implementation of the Wagner Code

A preliminary study was made to estimate the additional power and weight

required to add a single-bit parity error correction to a seven-bit code. Results

are given separately for the primary (capsule) transmitter at which the parity

bit is added and for a receiver feeding a recorder or secondary transmitter at

which the received code must be checked and corrected if required. The results

have been calculated on the basis of the equivalent number of flip-flops required,

where each flip-flop is rated as 0.1 watts and 0.1 pounds.

3.9.6.1 Encoding

Figure 3.9.5 shows a system for adding the parity bit at the primary trans-

mitter. The power and weight requirements of such an encoder are as follows:

Strobe - Delay

Complementing Flip-Flop

Reset Delay

Delay Multivibrator

Output Gate

1

1

1.5

1

0.5

TOTAL 5.0 = 0.5 w_ts and

0.5 pounds

3.9. 6.2 Decoding and Error Correction

Figure 3.9.6 shows a decoding system for error detection and correction.

The added power and weight requirements are as follows:

Parity Check 2

Sync Generator 8

Signal Memory Drive 1

Error Decision 58

Shift Register 12

Memory Register (2) 16

TOTAL 97 = 9.7 watts and

9.7 pounds
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3.9.6. 3 Error Decision Sub-system

Upon receipt of a coded word with noise, it is proposed that the dumping

integrator be used to reconstruct the noise-free word. If this word fails the parity

check, then that bit is changed which had the smallest integrated value during

reconstruction. The error-decision circuitry decides which bit this is and routes

a signal to change the bit in the decoded word. If no bit can be found of significantly

greater error probability than the others, the error decision signal changes the

parity bit of the decoded word, on the theory that this choice is as good as any under

these circumstances (and is easily arranged).

Figure 3.9.7 gives a logical organization of an error decision sub-system.

The analog distributor routes each integrated bit to a set of flip-flops of vary-

ing thresholds which are or are not energized according to the amplitude of the

analog bit measure. The outputs are sent through a gate array to assign them

digital values. The bit value distributor searches all least value digits first,

proceeding in order through higher value digits. The first true value digit reached

by the distributor is gated out through the bit router mixers to change the proper

code-word bit, and to generate a stop signal for the distributor to prevent the

changing of higher valued bits. If all bits are high valued, the counter will con-

tinue to the final position and generate a change parity signal. (This may be

omitted if it is considered more desirable to record or re-transmit the coded word

with the non-checking parity to indicate an uncorrectable word. )

The equipment estimate of 58 equivalent flip-flops for the error-decision

function is based on known reliable circuits. The acceptance of microelectronic

techniques would reduce this considerably.
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3. i0 CAPSULE TRANSMITTING EQUIPMENT

3.10.1 Introduction

Size, weight and power estimates for conservatively designed equipment

to operate in a 1965 Venus entry capsule are summarized in Tables 3.10.1 and

3.10.2.

Appropriate block diagrams are given in the figures in this section.

A discussion of the stress environment the electronic components will

encounter is included.

3. i0.2 Comparison of Vehicle Stress Environment and Present Miliary Specifica-

tions for Electronic Components

As the capsule enters the Venusian atmosphere, extreme forces will be

applied to the electronic components inside. Since the vehicle angle of attack

oscillates in a damped sinusoidal manner about 0°, the direction of the force

with respect to the orientation of an electronic component changes with time.

The forces applied to a vehicle with three degrees of freedom can be broken

down into four components which add vectorially.

These are :

(1) Axial force due to vehicle deceleration parallel to the vehicle

roll axis.

(2) Normal force due to vehicle deceleration normal to the vehicle

roll axis.

(3) Radial force due to pitch angular velocity of vehicle acting radially

from the vehicle pitch axis.

(4) Tangential force due to pitch angular acceleration of vehicle acting

normal to the radial force and in a plane perpendicular to the

pitch axis.

The vector sum of the first two is the total deceleration of the vehicle. The

magnitude of the last two depends on the magnitude and frequency of vehicle
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oscillation and the distance of the electrical componentfrom the vehicle pitch

axis. The first two forces can certainly not be considered negligible. Neither

can the last two if the electronic componentis farther than a few inches from

the pitch axis. However, in order to indicate the possible magnitude of the prob-

lem, only the normal force due to vehicle deceleration will be considered in the

following discussion. The numbers to be determined can therefore be considered

optimistic.

The maximum anticipated normal load for a Discoverer type vehicle

(W/CDA = 60, Weight = 250 lbs., base diameter = 33 in. } is shown in Section 1

to be + 465 earth g's. This was determined in a three-degree-of-freedom

analysis for a vehicle which enters toward the center of the planet (90 ° entry}

at 12 km/sec. The Extreme I atmosphere was used, and the vehicle was oriented

backward (_ = 179 °} prior to entry. During entry the vehicle stabilized in the
o

forward direction but oscillated about its pitch axis. When maximum g loading

occurred, the frequency of the oscillation was 11.5 cps. Since the maximum

load was + 465 g's and changed direction twice per cycle, this is a change of

930 g's in 1/2 X 11.5 seconds. This is a change of approximately 11 g's/0.5 ms

or 236 g's/ll ms.

To see how this would affect typical electronic components, applicable

military specifications, to which components are presently manufactured, are

tabulated below :

TABLE 3.10.3

Device Mil Spec. Shock Accel. Vib.

Transistors 19500 B 1500 g./0.5 ms 20,000 g. 20 g @

and 40-100 cps

Diodes

Quartz C-3098 C 30 g./ll ms. 100 g. 10 g. @

Crystals 10-2000 cps
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From these figures it appears that only transistors and diodes have been

tested to withstand the predicted stress and only on the basis of shock and con-

stant acceleration. It is questionable whether shock or vibration is a more

applicable standard, considering the damped, oscil "latory form of the applied

stress.

In a fairly extensive literature search and industry and vendor survey,

the concensus of opinion was that no testing with such high amplitude stresses

has been conducted, or if so, no results have been published.

This indicates that additional testing will be necessary in order to determine

the possibilityof using presently available components. One possible method

of simulating both the axial and normal oscillatory loading environment is by

means of a centrifuge and an oscillatingcomponent mount. The centrifuge would

simulate the total vehicle deceleration along itsflightpath, while the oscillating

mount would simulate the vehicle pitch oscillationabout the flightpath. Although

the totalg-loading due to the centrifuge would be relatively constant, rather than

transient as would be experienced by a vehicle during entry, this should not

invalidatethe results since the nature of the totalg-loading is not presently

considered as important as the effectof the oscillationin the presence of the load.

The oscillationitselfshould be limited to that period of time expected under entry

conditions.

3.10.3 Effect of Mechanical Stress on Crystal Oscillator Stability

The ability of a frequency generation circuit to survive atmospheric entry

stresses and continue to operate at its original frequency and within its specified

phase-jitter tolerance depends mainly on the frequency-determining element.

This is generally a quartz crystal machined to exact tolerances in three planes

and suspended within its holder by electrical lead wires soldered to it. In some

cases, support and electrical contact are made by means of pressure plates.

Since the resonant frequency is determined by the three dimensions of the

crystal, deformation in any plane is bound to cause a frequency shift. However,

since the elastic limit and ultimate strength of quartz are so close, if the crystal
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does not break, it might return to its original frequency within its specified

tolerances. Data to confirm this are not available, and, even though the crystal

might meet the tolerances allowable in the relay link, it might not meet the more

stringent requirements of the direct link (See Section 3.4).

It has been indicated by crystal manufacturers that present mounting jigs

(leads, pressure plates) are more likely to fail under high stress than the

crystal elements. The U. S. Army Signal Corps at Ft. Monmouth, N.J., has

indicated that there is a good possibility that a crystal and mounting can be

produced which will meet the environmental and electrical specifications; how-

ever, this would require a suitable development program.
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3. ii CAPSULE ANTENNA

3. ii. 1 Introduction

This section of the report shows the approach taken to appropriate antenna

designs for the Venus-Mars capsule.

The discussion of antenna configurations includes both "relay" and "direct"

linkcapabilitiesfor use during post-entry and transit periods. The finalchoice

of whether to use a relay link or a direct link must be the result of a detailed

system trade-off, in which one of the factors will be the antenna capabilities.

A general constraint on the communication system is the operating fre-

quency. The direct link, from capsule to Earth, will transmit at 2295 mc. The

relay link, from capsule to spacecraft, will operate at a frequency between

100 - 500 inc.

3.11.2 Post-Entry Antennas (Direct and Relay)

3.11.2.1 Design Parameters

3. ii. 2.i.1 Radiation Pattern Coverage

For the post-entry (aerodynamically stabilized) regime, both the direct

and relay systems require a rearward-looking antenna pattern. Assuming that

the planetary atmospheric encounter geometry is as presently anticipated, the

radiation pattern required is an aft hemisphere of coverage. Forward radiation

(toward the planet) must be suppressed to avoid multipath difficulties.

3.11.2.1.2 Polarization

Both the direct and relay link antennas should be circularly polarized.

3.11.2.1.3 Power-Handling Recluirements

Both the direct and relay antennas should be capable of accepting and

radiating up to 50 watts of power at the appropriate operating frequency.
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3.11.2.1.4 Bandwidth and Input Impedance

Both the direct and relay antennas should present a characteristic input

impedance of 50 ohms at the operating frequency. The bandwidth requirements

are minimal due to the low information rate. The design objective should be

a bandwidth of + 0.5 mc about the operating frequency at a VSWR of 2.0 or less.

3.11.2.1.5 Frequencies

The direct link will operate at 2295 mc. The relay link will operate within

100-500 mc. For the purposes of this study, 100 mc, 200 mc, 300 mc, 400 mc

and 500 mc operating frequencies have been investigated.

3.11.2.2 Antenna Configurations

3.11.2.2.1 Location

The basic design of an antenna system depends to a large extent on the

vehicle configuration. The determination of the effectiveness of a radiating

component can only be accomplished by considering the total structure as part

of the radiating device. For the case of the Venus-Mars capsule, the basic

Discoverer shape, with appropriate scaling factors, has been used.

During certain phases of this study program, other shapes were considered,

such as Nike-Zeus target-vehicle adaptations, and blunted re-entrants, each

shape being considered because of an apparent specific advantage. For example,

the stinger-type vehicles are useful as RF plasma penetration vehicles.

The portion of the capsule of interest to the antenna designer, considering

pattern requirements and available ablation-free area, is the aft surface. Using

the Discoverer scaled shape with an afterbody diameter of approximately 28",

the vehicle size is appreciable (with respect to a wavelength) at all frequencies

except those in the 100 mc region.

The aft portion of the vehicle is advantageous for several reasons. Prim-

arily, much of the radiation pattern may be directed rearward by geometry;

secondly, the aft cover mounting will not require an ablation-free RF window as
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would any other mounting area; and finally, the enviormental problems at the aft

cover will be considerably less severe than in other areas.

3.11.2.2.2 Type of Antenna

The choice of a general type of antenna for the Venus-Mars Capsule is

considerably narrowed by the expected environmental conditions to be encountered.

An external antenna would not suit this mission, since the many structural and

material problems involved would require a significant advance in the antenna

and vehicle state-of-the art. Therefore, a flush-mounted radiating device appears

to be in order. At the relay-link frequencies, a flush-mounted, cavity-backed

slot presents an adequate approach. The direct-link frequency and physical

parameters indicate that a circular wave-guide antenna would offer a promising

means of fulfilling the system requirements.

3.11.2.3 Antenna Design-Relay Link

Figure 3.11.1 shows the structural details of the 100-500 mc antenna.

The electrical and mechanical characteristics are given in Table 3.11.1 for the

various frequencies within the 100-500 mc range.

TABLE 3.11.1

Physical and Electrical Characteristics - Relay Antenna

FREQUENCY L W H WEIGHT EST. LOSS

100 MC 24" 6" 5" 13.2 lbs 3.0 db

200 MC 16" 6" 5" 8.7 lbs 2.0 db

300 MC 12" 5" 4" 4.0 lbs 1.5 db

400 MC i0" 4" 3" 2.2 Ibs i. 0 db

500 MC 8" 3" 2" i. 3 Ibs O. 5 db

The proposed design, a crossed-slot antenna, is capable of meeting all

design requirements and is well within the state-of-the-art. Circular polariza-

tion will be developed by feeding equal power to each arm of the cross and delaying
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one leg by 90 °. The radiation patterns will vary slightly through the 100-500 mc

frequency range, as the ratio of wavelength-to-vehicle size varies. Figures

3.11.2 and 3.11.3 show estimated radiation patterns at 100 and 500 mc, respec-

tively. It can be expected that circularity will hold up well for + 60 ° about the

boresight axis and that the full aft hemisphere of coverage can be provided.

Tuning of each slot to resonance will be accomplished by means of a dielectric-

filled variable capacitor. The volumes indicated in Table 3.11.1 are adequate

for the bandwidth requirements.

3.11.2.4 Antenna Design-Direct Link

The direct link antenna is similar to the relay link antenna in that the

necessity for flush mounting is still apparent. The basic radiating element

best suited for the direct link appears to be a cavity-backed helix. The helix

would be firmly held in place by a potting substance of low dielectric constant

and low loss tangent. The dielectric will provide mechanical rigidity, thermal

insulation, and breakdown inhibition. The diameter of the circular aperture i$

3.5 inches, and the total depth of the element is 4.9 inches, with a weight of

1.5 pounds. Figure 3.11.4 defines the structure involved. The impedance and

bandwidth requirements are readily achieved by variation of physical parameter|

within the cavity. The radiation pattern may be considered as approximately

one-half a dipole pattern whose axis is the roll axis, as shown in Figure 3, 11,6,

3.11.2.5 RF Breakdown

A major difficulty encountered in the design of an entry vehicle antenna te

the determination of a safe power handling limit. Although the field of RF break-

down at reduced earth atmospheres has been studied considerably and much data

has been compiled for specific programs, little has been accompliehed concern..

ing atmospheres other than Earth's. However, from the data on the Earth'|

atmosphere we may be able to reach a few predictable breakdown theorie| on

other atmospheres. The only active gas comprising the Earth'e atmomplmre in
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oxygen, which exists in the free state. The molecular structure of oxygen is such

that electron transfer or ionization may occur at significantly lower collision

energies than it would in an inert gas.

The Venusian atmosphere is comprised of nitrogen, carbon dioxide, and

argon. The presence of free oxygen is not predicted, and the percentage of

combined oxygen is at worst similar to Earth's atmosphere. From these few

generalizations it may be assumed that RF breakdown levels will be in the same

order of magnitude for the two atmospheres. The verification of these assump-

tions can be accomplished in a laboratory test series uti!izing standard apertures

and selected gases and combinations of gases.

The margin of safety regarding power handling capability can, of course,

be increased if necessary by widening the aperture width, or simply facing the

antenna with a dielectric material, with a slight increase in antenna weight.

3.11.2.6 Ablation By-Products

During atmospheric entry it can be expected that ablation by-products will

spill over the aft cover. This has been experienced on previous programs,

where the recovered vehicles displayed a fine aft covering of what appeared to

be carbonized particles. The effect of this layer can be simulated during an

antenna design program, and the detuning and attenuation levels predicted. The

anticipation in this case is that the by-products are conductive and will cause a

slight degradation in the antenna performance.

3.11.3 Auxiliary Antenna System

3.11.3.1 Possibilities

During the transit time between capsule separation and entry, periodic

telemetry link tests might be desired to check the operation of the communica-

tion equipment. The primary crossed-slot antenna patterns have been discussed,

and their coverage may be described as hemispheric, oriented to the rear of

the capsule. During the transit phase, the vehicle might well be unstabilized.
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At separation from the bus, the vehicle would then assume a random orientation

and motion along the impact trajectory. During such an unstabilized period of

flight, it may be expected that both direct or relay link radiation pattern coverage

will cause signal fades as the capsule tumbles. The depth and width of the for-

ward nulls will be as depicted by the Figures 3.11.2, 3.11.3 and 3.11.5.

The overall trade-off in this instance appears to involve three possibilities:

(a) provide capsule roll axis stabilization

(b} utilize an auxiliary system of antennas to approach the desired

isotropic radiation pattern, and

(c} accept the existing radiation patterns because no atmospheric

data would be lost in this period of flight, and full-time operation

is not mandatory, but only serves as a confidence check.

Possibilities (a} and (c) must be decided at the overall system level.

sibility (b) the auxiliary antenna system, will be covered here.

Pos -

The primary function of the suggested auxiliary antenna system will be to

provide isotropic radiation pattern coverage during capsule unstabilized flight.

Since this time period is associated with minimal environmental levels, it may

be expected that a simplified external antenna design may be implemented. The

general approach to this particular problem will be to provide an auxiliary antenna

and coaxial switch, transferring the transmitter output to the primary slot antenna

when the level of expected entry "g" loading is reached.

From an overall standpoint, the best choice of auxiliary antenna for the

relay link appears to be an aft-mounted quarter-wave stub. This choice is

justified below.

3.11.3.2 Radiation Patterns

Within the 100-500 mc region, using the Discoverer capsule previously

u_scu_suu, Lbe stuu w_il present a smooth radiation pattern with two on-axis

nulls to the circular receiving antenna. This is shown in Figure 3.11.6 for two

possible stub locations. The resultant radiation pattern may be considered as

quite adequate, and has been used successfully on previous programs.

III-3-283



3.11.3.3 System Integration

The use of an external antenna of this nature does not present a difficult

structural problem. The stub is not required to survive entry, and the mount-

ing arrangements will be designed to protect the capsule. The method of mount-

ing is shown in Figure 3.11.7.

3.11.3.4 Coaxial Switch

Possibly the greatest problem in such an auxiliary system will be insuring

an adequate reliability in the coaxial switch. This switch will be required to

transfer the RF power from the auxiliary antenna to the primary antenna upon

entry. Switching of this nature requires electromechanical devices which,

although manufactured and utilized on many missile programs, will lower the

total reliability figure of merit.

3.11.3.5 Direct Link Auxiliary Antenna

The 2295 mc direct link auxiliary antenna presents its own unique problem

in that an isotropic radiation pattern with a large-size capsule (i. e., large with

respect to )_ at 2295 mc) is not so easy to approach. To fill in the forward null

of the primary circular antenna, an auxiliary element would best be placed in

the vehicle. Another element similar to that proposed for use as a primary

antenna could be placed at the stagnation point. Depending on the ablation

material used in this area, the antenna may not need an RF window. The comb-

ined array pattern is as shown in Figure 3.11.9, and the mounting is shown in

3.11.10. in this case, the RF coaxial switch would merely remove the auxiliary

antenna from the circuit when entry deceleration is reached.

3.11.4 Entry Communication Antenna

The electrical design of an antenna to permit propagation through the entry

plasma causes many structural problems in the vehicle.
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As shownin Figure 3.11.11, the vehicle is divided into two parts by a

dielectric collar, and RF energy is fed across the slot. The appearanceof the

total vehicle is then simplified into a dipole. The radiation patterns are similar

to a long dipole with the exact pattern dependingon the slot location with respect

to the total vehicle length. The dielectric ring is normally located at the area

of predicted minimum plasma density.
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APSULE
,RIENTATION

Figure 3.11.2. Estimated Radiation Pattern Crossed-Slot Antenna at 100 mc.

HI-3-287



Figure 3.11.3. Estimated Radiation Pattern

Crossed-Slot Antenna at 500 mc.
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Figure 3.11.4. Antenna Configuration - Direct Link

SINGLE CAVITY- MOUNTED
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PLANE
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AZIMUTH AXIS

ROLL AXIS
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Figure 3.11.5. Estimated Radiation Pattern
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Figure 3.11.6. Estimated Auxiliary Antenna Radiation Patterns

at 100 mc
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Figure 3.11.7. Mounting the Auxiliary Antenna
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Figure 3.11.8. Possible Antenna Switching Scheme
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Figure 3, 11.10. Mounting the Direct Link Antenna
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Figure 3.11.11. Estimated Antenna Radiation Pattern for Pointed Vehicle at 260 mc
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3.12 RELAY EQUIPMENT REQUIRED FOR MARINER SPACECRAFT

3.12.1 Introduction

This section contains estimates of appropriate radio receiving equipment

to be used in the Mariner spacecraft for receiving the signal transmitted from

the capsule over a relay link.

Size, weight, and power estimates for conservatively designed equipment

for such a 1965 space mission are summarized in Tables 3.12.1. The accom-

panying figures show appropriate receiver block diagrams.

A discussion of suitable receiving antennas for the spacecraft is also

included.

3.12.2 Receiver Size, Weight, and Power Estimates

Table 3.12.1 shows size, weight, and power requirements of appropriate

present-day receiving equipment for the 100-500 mc band.

Since this equipment is not required to undergo the sterilization heat treat-

ment, a low-noise Germanium transistor front end {having a noise figure of

4-5 db) can be used. Silicon transistors will be used for the other stages.

TABLE 3.12.1

Type of Receiver

Spacecraft Receivers

AM/FMFB 4.2 X 4 X 7 5.6 15"

FM/FMFB 4.8 X 4 X 7 6.4 15"

PCM/FM 3.6 X 4 X 7 4.8 15"

PCM/FSK/PM 3.5 X 4 X 7 4.4 15"

PCM/PS 3.6 X 4 X 7 4.8 15"

PCM/PS/PM 3.5 X 4 X 7 4.4 15"

PCM/FM/PM 3.5 X 4 X 7 4.4 15"

PPM/AM 3 X 4 X 7 4.0 15"

*Includes 2 watts for receiver and 13 watts for oven.
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3.12.3 Spacecraft Antenna Recommendations

3.12.3.1 Requirements

The general requirements of the spacecraft relay link receiving antenna

are as follows:

(a) Radiation Pattern Coverage - Provide generally hemispheric coverage

directed toward the capsule.

(b) Polarization - Provide polarization compatible with the capsule antenna

at sensitive look angles. For both linear and RHCP capsule antennas, the

spacecraft antenna should be RHCP.

(c) Frequency - The antenna will operate at a selected frequency within the

100 to 500 mc band. The impedance at the operating frequency should be

compatible with a 50-ohm system.

(d) Mechanical - The antenna should be designed to provide a minimal space-

craft interface condition and to be compatible with the spacecraft environ-

ment.

(e) Power Handling Capabilities - None required. The antenna will function

solely as a receiving antenna.

3.12.3.2 General Design Philsophy

(a) Radiation Pattern Coverage - For this application there are two general

possibilities, an "isotropic" radiator or a directive device.

The isotropic radiator is advantageous due to the freedom it allows

the geometric variables. The successful operation of the relay link would depend

primarily on only the capsule's attitude. If an efficient isotropic radiating

device were feasible, the overall telemetry link would achieve a very high

reliability. However, RHCP isotropic coverage can only be approached, and

even then not very efficiently. Therefore, a directive antenna appears more

desirable here.
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The directive radiator, either fixed or steerable, has the advantage

of utilizing energy more efficiently in selected directions. Many RHCP designs

exist that will perform this function quite adequately. However, several dis-

advantages in the use of directive elements are apparent. The variation in

predicted look angles for the desired communication periods is quite large,

approaching the possibility of a hemisphere of coverage for a fixed element,

while a steerable system suffers from a generally lower reliability figure due

to the required electromechanical drives and sensing equipment.

3.12.3.3 Recommended Spacecraft Antennas

The Mariner spacecraft configuration offers the possibility of utilizing

either a steerable array or a fixed array with a hemispheric pattern. The

planet-seeking device on the planet horizontal platform (PHP) can be utilized

as a pointing mechanism for a simple RHCP antenna, or a fixed hemispherical

antenna may be located on the favored side of the vehicle (i. e., the side pre-

dicted to be toward Venus, based on ephemeris data of the Sun and Canopus).

Either type of antenna would weigh about one to two pounds, including cabling.

3.12.3.3.1 Steerable Antenna

Since the capsule will always appear in a position between the spacecraft

and the planet of impact, the planet-seeking device on the Mariner could accom-

plish satisfactory antenna pointing. The antenna would consist of two crossed

dipoles fed in phase quadrature, thus forming a turnstile antenna as shown in

Figure 3.12.8. The antenna could be made of spring material for ease of

stowage.

The size of an element, from base to tip, would vary from 8" to 25"

depending on the frequency of operation. At the higher end of the frequency

range it might be possible to employ a two-or three-turn helix on the planet

seeker.
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3.12.3.3.2 Fixed Pointed Antenna

The fixed pointed antenna would necessarily be a broad-beam device,

mounted on the side which will be facing the capsule at the appropriate time.

The exact design of this antenna would require rather extensive model radiation

pattern studies. The basic radiating device would be similar to a turnstile or

helix, depending on the simplicity of achieving the desired coverage on the

Mariner structure.
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3.13 APPLICATION TO MARS

3.13.1 General Considerations

In order to determine the applicability of the communication systems de-

scribed for the Venus capsule to a Mars capsule, a comparison of typical values

of significant parameters which affect communications will first be made.

These are as follows:

Parameter Venus

Capsule Approach Velocity (ft/sec) 40,000

Period of Communication (min.) 5---30

Axial (g' s) 550

Deceleration Loading

Normal (g's) 450

Frequency of Pitch Oscillation (cps) 11.5

Closest Approach of Spacecraft to Planet

(103 km) 20--30

Flight Time (days) 96-131

Communication Distance from Earth to

Planet for Direct Link (106 km) 55-70

Mars

25,000"

8 .... 40*

120"

150-220"*

From the comparison it is apparent that all factors which affect the relay

communication capability, with the exception of flight time, are more favorable

for Mars than for Venus. Since the communication distance will be only slightly

less for a Mars relay link, the power requirement for a similar data rate will be

approximately the same. However, if the Venus capsule equipment is used for

the Mars link, it will be overdesigned with respect to the Mars entry environment.

*"Suitability of the Discoverer and Nerv Entry Vehicle and Mars Atmospheric

Entry-Volume I" MSVD Final Rep3rt under JPL Contract 950226, 30 April 1962.

**"Requirements for a Venus-Mars Capsule Study, " JPL, EPD-33 Revision 1,

20 April 1962.
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Oneproblem which will be more significant in a Mars capsule is antenna

packaging. This results from the requirement for a parachute in the aft part of

the capsule which is used to slow the capsule descent in the relatively thin atmos-

phere. The antennas presented for the Venus capsule, therefore, could not be

utilized in a Mars capsule.

In a direct link the problem is more significant. Because of the increase

in communication range by a factor of three or four, an additional loss of approx-

imately 10 db in communication capability will result. Since the feasibility of

direct communication from Venus utilizing an 85-foot dish (51.8 db gain) is

questionable due to oscillator stability and acquisition problems, the possibility

of communication from Mars with the small dish appears to be nil. With the

210-foot dish (61 db gain) the communication capability from Mars would be

approximately equal to that from Venus using the small dish.

3.13.2 Mars Entry Transmission Attenuation

Studies have been made to determine attenuation effects resulting from

entry induced plasma for the Mars atmosphere A given in Reference 3. Two

physical configurations were used in the analysis; namely, the truncated Dis-

coverer capsule (Reference 1) Figure 3.13.1 with a 22 ° conical section and a

"standard" Discoverer capsule with a 10 ° conical section. The flight trajectory

used for both capsules in this study was a vertical entry (_ = 90 °) from an
e

altitude of 800,000 feet, an initial entry velocity of 25,000 feet per second, and
2

a ballistic coefficient of 30 lb/ft.

Stagnation pressures were computed by application of Earth atmosphere

aerodynamic relationships, since the pertinent thermodynamic characteristics

of the Mars A atmosphere are quite similar to the Earth's. Static pressures on

the conical sections of the capsules were determined by the l>randtl-Meyer

expansion techniques, and an isentropic flow expansion was assumed aft of the

stagnation point. Local thermodynamic properties at the edge of the boundary

layer on the conical sections were then evaluated by using the recently calculated

thermodynamic properties data for Mars II environment (consistent with Mars A)
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of Reference 4. The resulting computedvalues for electron concentration at

the conical section are given in Figure 3.13.2.

Using the techniquesdescribed in Section 3.8, the effects of these electron

concentrations on signal attentuation were evaluatedby calculating reflection

coefficient andattenuation in db/meter, and are shownin Figures 3.13.3 and

3.13.4, respectively. As expectedthis predicts blackout for frequencies below

the plasma frequency, which varies as the square root of the electron concentra-

tion. As a result, it becomesapparent that the transmission frequency should

be on the order of tens of kmc for communication throughout the entry period.

The critical frequency as a function of altitude is presented in Figure 3.13.5.

A more accurate analysis of attenuationwhich accountsfor the sheath

thickness and contour might yield more favorable results, if the sheath proved

to be effectively thinner than a wavelength. However, since the vehicle is a

blunt body, this is definitely not the case as can be seen from the shock stand-

off distance shown in Figure 3.13.6. Therefore, the frequencies predicted on

the simple basis outlined above should give a fairly realistic indication of those

required.

The total attenuation at any given frequency and altitude can be determined

by multiplying the attenuation in db/meter (Figure 3.13.4) by the shock standoff

distance in meters (Figure 3.13.6} and adding that portion due to the reflection

coefficient R (Figure 3.13.3) which will be equal to 20 log (l/l-R) as indicated

in Section 3.8.

To facilitate further evaluation and reduction of the given information,

calculations have been made for both shock separation distance and boundary

layer thickness at the conical section location. Figure 3.13.6 shows this data

as a function of altitude. It should be noted that the higher altitude portions of

these curves are dashed lines which serves to indicate that the basic continuum

relationships used in the computations are not completely valid in the rarefied

atmosphere prevalent at these altitudes.
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4. POWERSUPPLY

4.1 SUMMARY OF RESULTS

The capsule power supply is required to provide all electrical power (at

28 VDC + 10%) for the operation of the instrumentation and communication equip-

ment. It must withstand the prelaunch sterilization procedure and must operate

under the severe environment to be encountered after entering the Venusian

atmosphere.

For this mission two separate power supplies are recommended, due to

the differing requirements and environmental conditions to be encountered in

the two phases of the mission. The primary power supply will provide all elec-

trical power after atmospheric entry. The auxiliary power supply will be used

for equipment check-outs and/or for providing filament-heating power prior to

entry, if either of these is required.

Based on the results of the power supply studies presented in this section,

the following paragraphs summarize the most promising method found for meet-

ing the probable requirements of this mission.

For the primary power supply, sealed silver-zinc batteries are recom-

mended. They can be designed with additional capacity to allow for losses

during inactive transportation and still be relatively light-weight, as shown in

Figure 4.1. For instance, a battery capsule of delivering 235 watts for 30 min-

utes would weigh only about 4-1/2 pounds. This assumes that the capsule will

have attained an internal temperature of +80°F just prior to entry into the Venus

atmosphere. The temperature must always be maintained above -65°F to pre-

vent the electrolyte from freezing.

For the auxiliary power supply, a small nickel-cadmium battery with a

recharging solar array is recommended. Silver-cadmium batteries are not

recommended, since the slight weight saving attributed to sil-cads would be

more than off-set by the higher reliability of the nickel-cadmium batteries. A

nickel-cadmium battery-solar cell system capable of providing 200 watts of
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power for 1-1/2 minutes once every 24 to 48 hours would weigh only about five

pounds, as shown in Figure 4.2. At the 100-watt level the system would weigh

about three pounds.

One of the most difficult problems with a mission of this nature is that of

initiating the operation of the electronic equipment at a precise time (i. e., just

prior to entry) after a long shut-down period. Data transmission immediately

upon entry into the Venusian atmosphere can be initiated with a low-level "g"

switch only if the transmitter filaments have been adequately warmed-up. It is

understood that the development of a suitable timer for such a purpose, having

an accuracy of + 0.1 per cent, is presently being started by JPL.
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4.2 PRIMARY POWER SUPPLY

The primary power requirements during subsonic flight have been esti-

mated to be as follows:

Communication equipment - 70 to 180 watts

Radar altimeter - 25 watts

Other instrumentation - 20 watts

Power supply trade-offs have been based on a requirement of from 100 to

235 watts. Since the transmission of atmospheric data is expected to require a

nominal 30 minutes, operating periods ranging between 10 and 50 minutes have

been considered. Several possible power supply systems were considered for

this mission but the specific mission requirements made it possible to discard

most of them with only a preliminary analysis.

Fuel cells appeared attractive, since they are recognized for long-term

medium-rate service. However, only hydrogen and oxygen fuel cells (specifi-

cally the Pratt-and-Whitney and G.E. systems) are in a state of development

which permits consideration at this time. Best estimates available at the present

time indicate that the most advanced fuel-cell modules have a minimum weight in

the order of ten pounds per 100 watts. This weight must be considered regardless

of mission duration, whether it is for minutes or years. The weight of fuel re-

quired, on the other hand, is directly a function of mission duration and this

weight would be included in addition to the module weight. It will be shown that

the fuel-cell module weight is prohibitive when compared with silver-zinc bat-

teries for this mission.

Mercury cells have good stand properties, but are designed for very low-

rate discharges over long periods of time. The high discharge rates required

in this mission (3-1/2 to 7 amps) rule these batteries out.

Thermal batteries are recommended for certain high-rate, short-duration

applications. In addition, they are not sensitive to environmental temperature

conditions. However, they become extremely heavy and unreliable if designed

for over five-minutes discharge. In addition, a great amount of heat is released

during discharge.
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Radioisotope thermoelectric generators, similar to the SNAP series, are

attractive for long duration missions, but not so for the mission of the Venus

capsule. Estimated specific energies for the power supply range from about

2 watts per pound for units of 1 KW power, down to 1.0 to 1.5 watts per pound

for units delivering 100 to 200 watts. Considering the type of fuel being used,

this power is available, only slightly dimished, for periods of from six months

to several years. It can be seen that this would be attractive for long missions

demanding a large number of watt-hours of power, but when the time element

is short the specific power (watt-hours per pound) is low. For instance, to

provide 235 watts for 30 minutes (i. e., 118 watt-hours) at 1-1/2 watts per

pound specific energy, the RTG system would weigh about 155 pounds. The

specific power would be 0.76 watt-hours per pound.

One of the trade-offs made in the internal environment studies pertained

to the temperature-control requirements of the capsule. For silver-zinc bat-

teries to function properly, the temperature must never be allowed to drop

below -65°F. If this does happen, the electrolyte freezes and one cannot be

sure that adequate thawing time would be available to permit satisfactory bat-

tery operation. Silver-zinc batteries can be activated at temperatures as low

as +40°F, without external heat being required. Below that temperature, heat-

ing of the battery would be required prior to - or simultaneously with - activa-

tion. If electrical power is not available, the battery would have to be heated

chemically. This can be done by igniting a chemical heat powder at the same

time the gas cartridge is fired. Activation can be accomplished in one or two

seconds, but a weight penalty of 20 to 25 per cent must be added to the estimated

weights for unheated automatically activated batteries.

Silver-zinc battery systems appear to be the most promising because of

the high specific energies over the time period considered for this mission. It

is estimated that the capsule temperature will be maintained at a minimum of

+14°F before separation from the main vehicle. Following separation the cap-

sule is expected to heat up slowly and stabilize at about 80°F. Under these

conditions the battery would not require heating before being used.
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4.2.1 Sealed Silver-Zinc Cells

Sealed cells are manufactured with the electrolyte in the cell and assem-

bled with formed plates. However, if storage is required it is recommended

that the cells be discharged at a very low rate and stored in the discharged

state. They can then be charged from ground power just before launch. If

power in the form of solar cells is available on the capsule, it is recommended

that the sealed cells be given a topping charge just before they are required to

deliver power to instrumentation.

Sealed cells containing the electrolyte suffer a capacity loss on stand which

is very much temperature-related. It is estimated that a three per cent loss in

capacity per month will be experienced at a temperature of 80°F If the

temperature is lowered to 60°F, the losses amount to0.2 per cent per month,

and if the storage temperature is lowered to 30°F, capacity losses drop to 0.1

per cent per month. A maximum temperature limit of 90°F is established for

sealed cells on stand.

Assuming an 80°F environment during the probe flight, it is estimated

that a sealed silver-zinc battery capable of delivering 235 watts for 30 minutes

after nine-months storage and transport will weigh about 4-1/2 pounds. Capacity

is incorporated in the battery to allow for stand losses and an additional safety

factor, e. g., a battery designed to deliver 118 watt-hours after nine months

would be constructed with 180 watt-hours of original capacity. The volume of

3
this battery is estimated to be 90 in .

By providing a method for a topping charge prior to separation from the

spacecraft, the battery capacity losses on stand could be largely eliminated. It

is estimated that under these conditions a battery designed to provide the neces-

sary 118 watt-hours of power, plus 20 per cent, would weigh about 3-1/2 pounds.

This is based on an energy density of 40 watt-hours per pound which is repre-

sentative of present equipment. In Table 4.1 are noted estimates for weights

and volumes of sealed-cell batteries for various services. No allowances have

been made for a topping charge. The data is plotted in Figure 4.1.
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Table 4.1. Sealed Silver-Zinc Batteries, 28 Volts DC

+10% 9 Months Storage at 80°F

Power Req. Discharge Deliv. Capacity Design Capacity Est. Wt.

Watts Time, Min Watt-Hours Watt-Hours Lb.

10 17 26 1

100 30 51 77 2 1/2

50 85 128 3 1/2

10 39

235 30 118

50 196

*Based on a density of 20 in3/lb.

Est. Vol.

In. 3,

2O

50

70

59 2 40

180 4 1/2 9O

295 6 1/2 130

4.2.2 Automatically Activated Batteries

An alternate method for supplying power during the entry phase would

employ automatically activated silver-zinc batteries. This system has the

advantage of being unaffected by inactive storage for periods of several years.

The electrolyte is stored in a separate container and is charged into the battery

upon signal with the ignition of a gas cartridge. The battery comes up to oper-

ating voltage in one to two seconds. Unfortunately a weight penalty must be paid

for this system which includes hardware necessary for storage of the electrolyte

and activation, in addition to the battery itself.

In Table 4.2 and Figure 4.1 are shown weight and volume estimates for

automatically activated silver-zinc batteries, including an additional 25 per cent

added capacity as a safety factor.
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Power Req.

Watts

100

Table 4.2.

Discharge

Time, Min

Automatically Activated Silver-Zinc Batteries

28 Volts DC +10%

Deliv. Capacity

Watt-Hours

Design Capacity
Watt-Hours

10 17 21

30 51 64

50 85 106

10

235 30

5O

*Based on 14 in3/lb.

Est. Wt.

Lb.

3

4 1/2

5 1/2

4

6 1/2

8 1/2

39 49

118 148

196 245

Est. Vol°

In. 3.

24

63

77

56

91

119

4.2.3 Temperature Increase During Battery Discharge

In order to estimate the tempe rature increase for the battery during dis-

charge, 235 watts for 30 minutes was used as the basis for the calculations.

Battery temperature was assumed to be 80°F attinitiation and the battery spec-

ific heat was estimated to be 0.25 BTU/lb-°F. Heat generated in the battery

is due to internal resistance and may be calculated as the difference between

open-circuit voltage (1.60) and operating voltage (1° 37), times the current (8.4

amps), times the number of cells (20) times the time (30 min.). Thus:

Hloss = NI T(V o- Vd)

= 20 (8.4) (30) (1.60 - 1.37)

= 20 (8.4) (30) (.23)
1160

= 1160 watt-rain - - 66 BTU
17.6

(17.6 watt-rain per BTU)

Designating T 2 as the final temperature after 30 minutes and T 1

initial temperature, we have:

66BTU

T2 = T1 + .25 BTU

lb_O F x (4.5 lb)

T 2 = 80°F + 60°F - 140°F at 30 rain.

(4-1)

as the

(4-2)
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After 15 minutes the temperature of the battery would be about ll0°F.

This would be the temperature of the outside of the battery jar, providing no

heat were allowed to escape to the surroundings. It is recommended that the

battery be insulated to minimize heat losses to its environment since a maxi-

mum temperature of 140°F is not detrimental to battery operation.
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4.3 AUXILIARY POWER SUPPLY

Present estimates are that from 100 to 200 watts of power might be

required periodically for a duration of about 1 1/2 minutes to check out the

instrumentation and communication equipment, as well as the thermal control

system. These checkouts may be required as frequently as once every other

day following separation of the probe from the main vehicle.

4.3.1 Sealed Silver-Zinc Battery

One method considered for providing power is the use of a sealed primary

silver-zinc battery. However, this method appears to have quite a weight pen-

alty associated with it. A sealed battery capable of delivering 60 pulses at the

200-watt level would weigh about ten pounds. A battery capable of delivering

60 pulses at the 100-watt level would weigh about six pounds.

4.3.2 Rechargeable Battery with Solar Cells

One promising auxiliary power system is the use of a small nickel-cad-

mium or silver-cadmium battery capable of being recharged between every

checkout by solar cells. The rate of charge would be quite small, since only

1 1/2 minutes are required from the battery during discharge every 48 hours.

Silver-zinc batteries cannot be used for this service since they do not possess

satisfactory cycling capabilities.

4.3.2.1 Solar-Cell Array

Solar cells mounted on the skin of the capsule could be used with recharge-

able nickel-cadmium or silver cadmium batteries for the checkout function. If

the cells were mounted directly on the capsule, the temperature of the cells

would run about 250°F. At this high temperature the current is increased, but

the voltage drops to about 0.28 volts/cell. In order to obtain the 35 volts required

for charging the battery, 125 one-centimeter square cells in series would be

required. Six such panels spaced around the capsule aft of the heat shield would

III-4-9



be required to insure that one was always facing the sun, each panel being about

6.3" x 4.35" in size (0.19 ft. 2). With 10 mils of blue-red filter glass over the

cells, a 40 per cent degradation in current output could be expected over six

months. However, because of the low power level required for charging the

battery, this poses no problem. At 0.6 pounds per square foot, the six panels

would weigh about 0.7 pounds.

It might be possible to mount the cells on metal patches inserted in the

skin of the probe. This would enable the cells to be spread out such as to radi-

ate much of the waste heat. Allowing 1/2 open-space on the patches, it is

estimated the cells would be operating at 200°F, thereby increasing the voltage

to 0.34 volts per cell and decreasing the number of cells to 105. The area of

each panel would be 5.9" x 5.5" (0. 225 ft2). Again using 10 mils of red-blue

filter, it is estimated that six of these panels of 105 cells each would weigh

about 0.5 pounds. Allowing 0.2 pounds for the patches of 20-mil aluminum

would bring the total panel weights to 0.7 pounds. In either case about 1/2

pound should be allowed for harnessing, diodes, etc.

By operating at the tower temperature, reliability would be increased,

since fewer cells would be required to obtain the desired voltage for charging.

In addition, the materials problem would be lessened at the lower temperature.

4.3.2.2 Nickel Cadmium-Solar Cell System

At 200 watts for 1 1/2 minutes, the battery would be delivering 4 watt-

hours per cycle. For a 28-volt system, 7.15 amps would be needed, and the

battery would be delivering 0.18 ampere-hours. In order to sustain the high

rate of discharge, it would be necessary to overdesign the battery probably by

as much as a factor of 5. We would then have a one-ampere-hour battery (28

watt-hours for a 28-volt system). At a power density of 8 watt-hours per pound,

about 3 1/2 pounds of nickel-cadmium batteries would be required for 200-watt

service.
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A reasonablecharge voltage for a nickel cadmium battery would be about

35 volts, allowing for losses in circuitry. Assuming 100per cent overcharge,

the current for the 24-hour charge wouldbe:

O. 18 ampere hours
24 hours

x 2 = 15 milliamperes (4-3)

4.3.2.3 Silver Cadmium-Solar Cell System

Although silver-cadmium batteries are not in the advanced state of devel-

opment that nickel cadmium's are, it is reasonable to assume that the state-of-

the-art will be advanced in the near future to the point that a 28 watt-hour sil-

cad battery will be satisfactory for the 200-watt instrumentation checkout ser-

vice. If this is accomplished, a sil-cad battery for the above service would

weigh about 2.5 pounds, based on a power density of 12 watt-hours per pound.

No overcharge is required for silver-cadmium batteries. However, since

charging voltage requirements are about the same, it is expected that there

would be no saving in solar-cell weights over that required for the nickel-

cadmium system.

4.3.2.4 Overall Battery-Solar Cell System Weights

The weights of the nickel-cadmium and silver-cadmium battery-solar cell

systems are shown in Table 4.3 and Figure 4.2.

Table 4.3. Auxiliary Power Weights, Batteries
with Solar Cells

Battery Power Battery Size Battery Wt.
Watts Watt-hrs. lbs.

Ni-Cad 200 28 3 1/2

100 14 2

Sil-Cad 200 28 2 1/2

100 14 2

Solar Cell System Wt.

Wt. lbs. lbs.

1 1/2 5

1 3

1 1/2 4

i 3
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4.3.3 Radioisotope Power Supply

One method which is being considered for heating the capsule would utilize

a radioisotope generator similar to that of the Transit IV-A. Although not an

efficient electrical power generator in this case, the electrical output could be

used for recharging the auxiliary batteries if the generator is to be included for

thermal-control purposes anyway. This would eliminate the need for solar cells.

The Transit IV-A generator develops 52 thermal watts and about 2.7 elec-

trical watts. It weighs approximately four pounds and is 5 1/2 inches long by

4 3/4 inches in diameter. Because of the high voltage required for charging

the auxiliary batteries (approximately 35 volts), a DC-DC converter would be

required. This converter would weigh about one-half pound and operate at 80-

85 per cent efficiency. Since only 0.6 watt is required for the recharging oper-

ation, this radioisotope generator would provide ample electrical power. Care

must be taken in selecting the fuel, however. One must be selected which has

sufficient half-life to provide power throughout the mission, but runs a mini-

mum risk of contaminating the planet, if a malfunction occurs during entry.

r
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4.4 INITIATION OF PRIMARY POWER

If data is required immediately upon entry into the Venus atmosphere, a

low-level "g" switch could be used to turn on the equipment. However, the

transmitter filaments, requiring perhaps 6 to 12 watts, would be required to

be at operating temperature at this time to insure that data transmission could

begin instantaneously.

The initiation of the filament heating - soon enough to insure that the

equipment is warm, and precisely enough to insure that too much power is not

wasted in the "ready" state - demands a very accurate timing device. The

timer would have to operate for a period of up to 100 days and consume a very

small amount of power.

It is understood that JPL is developing a timer accurate to +0.1 per cent.

For a 100-day flight period, this would mean 6 to 12 watts would have to be pro-

vided for five hours to the filaments prior to entry to insure that they were at

operating temperature when the Venus atmosphere is encountered. The addi-

tional 30 to 60 watt-hours of power could be built into the primary silver-zinc

battery at a weight penalty of one to two pounds. According t_ a JPL source,

the timer would weigh two pounds, occupy 30 to 40 cu. in. and require about

one watt of power. This power could be obtained either from the radioisotope

generator or by slightly enlarging the secondary battery.

If pre-entry signal acquisition is desired, then the same timing device

could be used to turn on full power to the communication equipment before entry.
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4.5 PROBLEM AREAS AND RECOMMENDATIONS FOR FURTHER EFFORT

Listed below are some of the more important factors which must be con-

sidered before designing the power supply for the Venus capsule.

4.5.1 Primary Battery

a. Finalize power requirements.

b. Decide on type of battery based on performance under simulated

environment conditions including determination of stand losses.

Finalize size.

c. Perform thermal studies, simulating the environment during

transport to Venus and temperature increase during discharge.

(Necessary to calculate insulation requirements and determine

need for battery heating.)

4.5.2 Auxiliary Power Supply

a. Determine method of mounting solar cells and expected method

of operation of cells.

b. Investigate Ni-Cad storage battery performance under conditions

necessary for checkout duty.

c. Determine if Sil-Cads warrant further investigation for the above

duty.

d. Finalize battery size.

e. Determine advisability of using solar cells to provide a topping

charge for the primary battery.

4.5.3 Radioisotope Power Supply

a. Determine advisability of using RTG for recharging auxiliary

power, considering weight disadvantage against difficulties of

mounting solar cells.

b. Determine "safe" fuel and specific power (watts per pound) as

a function of the type of fuel.
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4.5.4 Sterilization

a. Develop a battery capabl e of withstanding heat sterilization.

(Developments presently underway will be followed closely. )

b. Finalize battery sterilization procedures.

4.5.5 Timing Device

a. Accurate timing is required to turn on equipment when needed

at entry into the Venus atmosphere. A thorough investigation

or, if necessary, a development program should be undertaken

to solve this critical problem. A timer accurate to +0.1 per cent

over 100 days is required.

4.5.6 Regulation and Control Requirements

_. The requirements for regulation of the primary and auxiliary

power supplies should be determined.

b. The desirability of overload and short-circuit protection for

individual equipments should be determined.
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